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Introduction 1

1.1

This document is intended for use as a software technical reference manual for the Intel® 10/100
Mbps Fast Ethernet controller family, which includes the 82557, 82558, 82559, 82550, and 82551,
aswell asthe 82562 Platform LAN Connect device. It also contains information for several PCI
LAN adapters based on these devices: Intel® EtherExpress™ PRO/100+, Intel® EtherExpress.
PRO/100B Wake on LAN (WOL), Intel® EtherExpress" PRO/100B, and Intel® EtherExpress'™
PRO/10+.

Scope

Thismanua isintended to be used as atechnical reference for software and test engineers
developing device drivers or related software for adapters or systems using the Intel® 82557,
82558, 82559, 82550, or 82551 Fast Ethernet controllers or the Intel® 82562 Platform LAN
Connect (PLC) device. It contains reference information about the controllers as well as other
information that may be required by software developers (such as PHY information, EEPROM
contents, PCI scanning, etc.). Since this document uses many examples and contains sample code
fragments, it is assumed that the reader has a fundamental understanding of device driver
programming and a working knowledge of both C programming language and x86 assembler
programming language. Familiarity with at least one industry standard network operating system
(NOS) devicedriver interface (for example, Network Driver Interface Specification [NDIS] or
ODI) isalso helpful.

The Intel® 10/100 Mbps Fast Ethernet Controller Family includes the following devicesin
successive order.

Device Notes

82557 First generation Intel® 10/100 Mbps Fast Ethernet Controller (includes MAC unit only)

Second generation Intel® 10/100 Mbps Fast Ethernet Controller (includes MAC and an integrated

82558 | ppyy unit)

82559 Third generation Intel® 10/100 Mbps Fast Ethernet Controller (includes both a MAC and PHY unit)

82550 Intel® 10/100 Mbps Fast Ethernet Controller (includes both MAC and PHY)

82551 Intel® 10/100 Mbps Fast Ethernet Controller (includes both MAC and PHY)

In general, the Intel family of Fast Ethernet controllers are similar. All family members share the
same core hardware and software interface. The later generation components have a higher
integration and include support for miscellaneous features (for example, manageability). Since the
different generations of Fast Ethernet controllers are highly similar, this manual documents the
functionality of all devices and details the differences between the devices. It isintended to be used
as atool to maintain and develop software for @l devicesin the Intel family of Fast Ethernet
controllers.
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1.2.2

1.2.3

1.2.4

intel.

Document Conventions

Device References

This document encompasses information for al members of the Intel Fast Ethernet controllers:
82551, 82550, 82559, 82558, 82557 and the 82562.

The document convention, “8255x,” will be used to refer to al devices. In addition, there are
specific references to the 82557 throughout this manual that pertains to all 8255x devices. Device-
specific differences and exceptionswill be documented.

Numbering

Decimal, binary, and hexadecima numbers are used through the manual. They will be designated
asfollows:

* Decimal numbers: Decimal numbers will not be followed by a suffix.
* Binary numbers: Binary numbers (base 2) will be followed by a“b” (for example, 01b).

* Hexadecimal numbers: Hexadecimal numbers (base 16) will be followed with the suffix “h”
(for example, 1Ch). Hexadecimal numbers may a so be noted with a prefix of “0x” (for
example, Ox1c).

Signal Name Representation

Signas that are active in alow logic state when asserted are followed by the pound sign (#). For
example, FRAME# is asserted low by the master during atransaction. It is asserted low at the start
and duration of atransaction and de-asserted during the final data phase.

Signals that are not followed by a pound sign are active in a high logic state when asserted. For
example, the IDSEL signal isasserted high when the 82559 during PCI read and write transactions.

Memory Alignment Terminology

The 8255x data structures have special memory alignment requirements. Thisimpliesthat the
starting physical address of a data structure must be aligned as specified. The following terms are
used for this purpose:
¢ Bytealignment: Byte alignment implies that the physical addresses can be odd or even.
Examples: OFECBD9A 1h or 02345ADC6h
¢ Word alignment: Word alignment implies that physical addresses must be aligned on even

boundaries. In other words, the last nibble of the address may only end in Oh, 2h, 4h, 6h, 8h,
Ah, Ch, or Eh.

Example: OFECBD9A2h
¢ Dword alignment: Dword alignment implies that the physical addresses may only be aligned

on 4-byte boundaries. In other words, the last nibble of the address may only end in Oh, 4h, 8h,
or Ch.

Example: OFECBD9A8h
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* Paragraph alignment: Paragraph alignment implies that the physical addresses may only be
aligned on 16-byte boundaries. In other words, the last nibble must be a 0.

Example: 02345ADCOh
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Adapter and Controller Overview 2

2.1

Figure 1.

Adapters based on an Intel® 8255x device support the ANSI/IEEE 802.3u standard for 100BA SE-
TX (100 Mbps operation) and 10BASE-T (10 Mbps operation).

Adapter Block Diagram

The main components of Intel Fast Ethernet adapters are:

* A Fast Ethernet Media Access Controller (MAC), such as the 8255x, is the core component.
The MAC supports the Fast Ethernet ANSI/IEEE 802.3u standard.

* A Physical Layer (PHY) interface device is also required. The 82558, 82559, 82550, and
82551 components have an integrated PHY that supports 100BASE-TX and 10BASE-T.
Adapters based on the 82557 must include an appropriate PHY component for their design.

* A serid EEPROM isrequired to hold the adapter’sindividual Ethernet node address and other
configuration information including fixed PCI configuration parameters.

The adapters are based on 100BASE-TX specifications. 100BASE-TX is a specific scheme
designed for use over 2 pairs of Category 5 unshielded twisted-pair cable. 100BASE-TX defines a
signaling scheme for 100 M bps and provides compatibility with the existing 10 Mbps |EEE 802.3
10BASE-T signaling standard. Since only 2-wire pairs are used, TX technology allows full duplex
operation at 100 Mbps. The Intel 82555 is one possible TX solution.

The block diagram below illustrates an Intel® PRO/100B adapter configuration based on the 82557
MAC withaTX or T4 PHY.

82557 Network Interface Card Block Diagram

RJ-45 Filter 100BASE-T4 or
N Module M 7 100BASE-TX PHY
Ml
Optional |
Flash ”
Intel® 82557
EEPROM [« >
A
< PCI Local Bus >
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2.2 Intel Fast Ethernet MAC Features

2.2.1 82557 Features

Glueless 32-hit, zero wait state PCl bus master interface compliant with PCI Specification,
Revision 2.1.

10 and 100 Mbyps support in compliance with |EEE 802.3 10BASE-T and 802.3u 100BA SE-
TX.

Fast back-to-back transmit interframe spacing (IFS) of 960 nsin 100 Mbps networks and 9.6
psin 10 Mbps networks.

On-chip Control/Status Register (CSR) incorporating the System Control Block (SCB).
Simple and flexible packet support with Dynamic transmit chaining.

Packed Transmit Buffer Descriptors (TBDS).

Early transmit complete indication.

Simple receive packet support allows early receive interrupt support for concurrent processing
(in simplified mode).

|EEE Medialndependent Interface (M11) compliant PHY interface other M1 compliant PHY's.
Full and half duplex transmit and receive capability.

Separate on-chip receive and transmit FIFOs.

On-chip network management counters.

EEPROM support.

Optional Flash ROM support (256 Kbytes or 1 Mbyte).

2.2.2 82558 Features

For the most part, the 82558 is a superset of the 82557. In addition to incorporating the features of
the 82557, it also includes the following:

Backward compatible to 82557 software.
Integrated 100BASE-TX PHY.

|EEE 802.3u auto-negotiation support in 10BASE-T, 100BASE-TX, full duplex and full
duplex flow control configurations.

Auto-polarity correction for 10BASE-T.

Optimized PCI interface with support for the memory write and invalidate PCl command.
Automatic read of EEPROM (programmable ID).

IEEE 802.3x flow control capable.

PHY based flow control support when the internal 100BASE-TX PHY isused.

Advanced Configuration and Power Interface (ACPI) Specification and PCI Power
Management Specification compliant.

Remote power up support (for Magic Packet*).
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¢ Optiona Flash support up to 64 Kbytes. (The 82557 is capable of larger Flash size support.)

2.2.3 82559, 82550, 82551, and 82562 Features
The 82559, 82550, and 82551 devices are supersets of the 82557 and 82558. However, the 82559
does not support PHY based flow control as the 82558 did. The new 82559 features are:
* Backward compatible to the 82557 and 82558 software.
* Low power 3.3V device:
* Clockrun protocol support.
¢ System Management Bus (SMB) support.
* Wired for Management support (WfM).
¢ Expanded Wake on LAN capabilities.
¢ 128 Kbytes Flash size support. (The 82558 only supported a 64 Kbyte Flash.)
* Thinball grid array (BGA) 15 x 15 mm package.

2.23.1 82559ER Features

The 82559ER is a member of the 82559 Fast Ethernet controllers. It is a subset of the 82559.
However, the 82559ER does not support:

e SMB.
* Wake on Magic Packet*.

2.3 Working with the Physical Layer

The 82557 contains an IEEE MII compliant interfaceto aMII compliant PHY, allowing
connections to 10/100 Mbps networks. Software communicates to aMI1 compliant device through
the 82557 by using the its Management Data | nterface (MDI) port.

The 82558, 82559, 82550 and 82551 contain an embedded PHY module. Although the PHY is
internal for these devices, software still communicates to the PHY unit through the MDI port.

For 10/100 M bps connections, the 82557 can be used in conjunction with the | ntel® 82555. For 10
Mbps only connections, the 82557 can be interfaced to the Intel® 82503 serial interface, while
maintaining software compatibility to 100 Mbps solutions. The 82558 and |ater devices do not
have a 10 Mbps only interface as the 82557. However, it is possible to interface these devices with
a10 Mbpsonly MII device.
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Power Management Interface

3.1

3.2

3.3

The 82557 has no power management support. The 82558 added support for the Advanced
Configuration and Power Interface (ACPI) Specification and limited support for Wake on LAN
(WOL). The 82558 B-step upgraded and expanded the WOL capability, while the 82559 expanded
and simplified the WOL functionality even more.

Low Power Mode Requirements

The 82558, 82559, 82550, and 82551 adhere to the emerging power management standards as
defined in:

* PCI Bus Power Management I nterface Specification, Revision 1.0.

¢ Advanced Configuration and Power Interface Specification (ACPI), Rev 1.0; December 22,
1996.

¢ Device Class Power Management Reference Specification - Network Device Class, Revision
1.0.

These three specifications define how a PCl network device can be controlled in an OS Directed
Power Management (OSPM) environment. These devices al adhere to these specifications.
Additionally, they support bus isolation within the chip and Wake on LAN (WOL) capabilities.

Device Power States

Currently, operating systems only support the DO and D3 power states. However, starting with the
82558, the Intel Fast Ethernet controller family supports all four power states as defined in the PCI
Power Management Specification. These power states are named DO, D1, D2 and D3. DO isthe
maximum powered state, and D3, the minimum powered state.

Power Management Registers

The 82558, 82559, 82550, and 82551 support power management registers:
* Power Management Capability Pointer (Cap_Ptr)
* Power Management Capabilities (PMC)
* Power Management Control/Status Register (PMCSR)
* Power Management Driver Register (PMDR)
The first three registers are located in PCI configuration space and are defined in the PCI Power

Management Specification. It is part of the device CSR, which is mapped into system memory and
1/O space.
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3.4

10

Link Operation

In the DO state, the device maintains an active link. The 82558 B-step (refer to Table 2, “Device
and Revision ID” on page 13) and later devices also maintain an activelink in the D3 state if PME
is enabled and the device has power. Thisimplies:

¢ 10BASE-T Mode: The device expects anormal clock input onthe X1 and X2 pins. It expects

to receive normal reception on the Receive Differential Positive and Receive Differential
Negative signals (RDP/RDN pair). The device will not transmit on the Transmit Differentia
Positive and Transmit Differential Negative signals (TDP/TDN pair).

100BASE-TX Mode: The device expects anormal clock input on the X1 and X2 pins and to
receive normal reception on the RDP/RDN pair. It transmits a continuous idle stream on the
TDP/TDN pair, as required by the 100BASE-TX standard. The 82558 does not transmit
frames on the link.

* Auto-Negotiation: If the link failswhile the deviceisin the D1 state, it performs the normal

auto-negotiation protocol in order to re-establish the link. For the 82558 B-step, if thelink fails
inthe D3 state and PME is enabled and the device has power, the device will attempt to use the
normal auto-negotiation protocol in order to re-establish the link. If the link fails on the 82559
in the D3 state and PME is enabled and the device has power, the 82559 will go into a deep

power down state, rather than trying to re-establish the link with the auto-negotiation protocol.

During the D3 power state, the 82558 A-step does not maintain an active link. The 82558 B-step
and later generation devices do not maintain alink in D3 if PME isdisabled or if the device does
not have power.
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4.1 PCI Configuration Space

One of the most important functions for enabling superior configurability and ease of useisthe
ability to relocate PCI devicesin the address spaces. By default PCI devices support “ Plug and
Play.” When the system is powered on, device independent software (usualy the system BIOS)
determines present devices, builds an address map, and assigns non-conflicting resources to those
devices. The device independent software accomplishes this configuration task by writing to the
PCI configuration space of each individua PCI device.

The 8255x supports 16 Dwords of Type 0 Configuration Space Header, as defined in the PCI
Specification, Revision 2.1. The 82259 and 82558 a so support asmall section in the device
specific configuration space. The configuration space is depicted below. The registersthat are not
identical between the devices are shaded.

Table 1. PCI Configuration Space

(hiitaedggifne;) Byte 3 Byte 2 Byte 1 Byte 0
0 Device ID Vendor ID
4 Status Register Command Register
8 Class Code (200000h) Revision ID
C BIST Header Type Latency Timer Cache Line Size
10 CSR Memory Mapped Base Address Register
14 CSR I/O Mapped Base Address Register
18 Flash Memory Mapped Base Address Register
1C
20
Reserved
24
28
2C Subsystem ID Subsystem Vendor ID
30 Expansion ROM Base Address Register
34 Reserved Cap_Ptr
38 Reserved
3C Max_Latency (FFh) | Min_Grant (FFh) Interrupt Pin (01h) Interrupt Line
DC Power Management Capabilities Next Item Pointer Capability ID
EO Reserved ‘ Data Power Management CSR

11
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4.1.1 Vendor ID (Offset 0)

This field identifies the device manufacturer. For the 82557 B-step this field equals 8086h. For the
82557 C-Step, 82558, and 82559, thisfield is automatically loaded from the EEPROM at power on
or upon the assertion of PCI reset. If the EEPROM is not present or invalid, this value defaultsto
8086h.

4.1.2 Device ID (Offset 2)

Thisfield uniquely identifies the device. For the 82557 B-step thisfield is 1229h. For the 82557 C-
Step, 82558, and 82559, thisfield is automatically loaded from the EEPROM at power on or upon
the assertion of PCI reset. If the EEPROM isnot present or invalid, this value defaults to 1229h for
the 82558 and 82559. The 82559ER does not |oad the Device ID from the EEPROM and will
always equa 1209h.

4.1.3 Command Register (Offset 4)

The Command Register provides control over the device's ability to generate and respond to CPU
cycles. Its layout is shown below. The shaded bits are not used and are hard-wired to 0.

Figure 2. Command Register

15 10 |9 0
Reserved Command Bits
Bits Initial Description
Value
15:10 0 Reserved.
9 0 Fast back-to-back enable.
8 X SERR# enable.
7 0 Wait cycle enable.
6 X Parity error response
5 0 Palette snoop enable.
Memory write and invalidate (MWI) enable.
4 X NOTE: More information regarding the MWI command is located in Section 4.2.1,
“Memory Write and Invalidate”.
3 0 Special cycle monitoring.
2 X Mastering enable.
1 X Memory access enable.
0 X I/O access enable.

4.1.4 Status Register (Offset 6)

The Status Register is used to record statusinformation for PCI bus related events. Itslayout is
shown below. The shaded bits are not used and are hard-wired to 0.

12
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Figure 3. Command Register
15 3 0
Status Bits Reserved
Bits I\?ailthag Description
15 X Detected parity error.
14 X Signaled system error.
13 X Received master abort.
12 X Received target abort.
11 0 Signaled target abort.
10:9 01 DEVSEL timing (indicates minimum timing).
8 X Data parity reported.
7 1 Fast back-to-back capable.
6 0 UDF supported.
5 0 66 MHz capable.
1(82559 | capabilities list. This bit indicates whether the device implements a list of new capabilities
and such as PCI Power Management. If it is set, the Cap_Ptr register in the PCI Configuration
4 82558) | Space points to the location of the first item in the Capabilities List.
0 NOTE: This bitis set to 1 for the 82559 and 82558 if it is not disabled by the EEPROM. It
(82557) is always equal to O for the 82557.
3.0 0 Reserved.

4.1.5 Revision (Offset 8)

Thisregister specifies a device specific revision identifier. For the 82557 C-Step, 82558, and
82559, thisfield may be automatically loaded from the EEPROM at power on or upon the assertion
of aPCl reset. The default revision register values for the various devices are:

Table 2. Device and Revision ID

Device Revision ID PCI Revision Intel Driver

Supported Supported
82557 A-Step 01h 2.0 Yes
82557 B-Step 02h 2.0 Yes
82557 C-Step 03h 2.1 No
82558 A-Step 04h 2.1 Yes
82558 B-Step 05h 2.1 Yes
82559 A-Step 06h 2.1 No
82559 B-Step 07h 2.1 No
82559 C-Step 08h 2.2 Yes

13
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Table 2.

4.1.6

4.1.7

Figure 4.

4.1.8

41.9

14

Device and Revision ID

Device Revision ID PCI Revision Intel Driver
Supported Supported
82559ER A-Step 09h 2.2 Yes
82550 0Ch, ODh, OEh | 2.2 Yes
82551 OFh, 10h 2.2 Yes

Class Code (Offset 9)

The class code, 020000h, identifies the device as an Ethernet adapter.

Cache Line Size (Offset C)

This register specifies the system cache line size in units of 32-bit words and can beread or written
to. The system BIOS or OS should initialize thisregister at power on or after a PCl reset.

The 82557 does not support Memory Write and Invalidate (MW!I) and therefore returns 0 when this
register is read. The 82258 and 82559 support the MW | command and must support this register.
The 82558 and 82559 can only support cache line sizes of 8 and 16 Dwords. Any value other than
8 or 16 written to the register isignored, and the device does not use the MWI command. If avalue
other than 8 or 16 iswritten into the Cache Line Size (CLS) register, the device returns al zeroes
when the CLSregister isread.

Cache Line Size

7 6 5 4 3 2 1 0

0 0 0 RW [RW |0 0 0

Bit 3issetto 1 only if the value 00001000b (8) iswritten to this register. Bit 4 isset to 1 only if the
value 00010000b (16) is written to this register. All other bits are read only and will return 0 on
read.

Latency Timer (Offset D)

This register specifies, in units of PCI bus clocks, the minimum time that a bus master can retain
ownership of the bus. Thisvalueis set by the PCI bus arbitrator based on the valuesin the
maximum latency (Max_L at) and Maximum Grant (Max_Gnt) registers.

Header Type (Offset E)

Thisbytefield identifies the layout of the second part of the predefined configuration space header
and if the deviceis a multi-function component. The 82557 and 82558 are both single function
devices and have this register hard-coded to 00h. For the 82559, the value of thisregister is
determined by a bit in the EEPROM. This register should read 00h for a standard Ethernet adapter,
00h.
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4.1.10

Figure 5.

Figure 6.

PCI Interface

Built in Self Test (Offset F)

Thisoptional register is used for control and status of Built in Self Test (BIST). Thisregister is
hard-wired to O indicating that the devices do not support BIST.

Three base address registers are supported by the 8255x:
* CSR Memory Mapped Base Address Register (BAR 0 at offset 10)
* CSR /0O Mapped Base Address Register (BAR 1 at offset 14)
¢ Flash Memory Mapped Base Address Register (BAR 2 at offset 18)

Two request memory mapped resources, and the third, 1/0 mapping. Each register is 32 bits wide.
The least significant bit in each base address register determines whether it represents an 1/0 or
memory space. The figures below illustrate layouts for 1/0 and memory mapped base address
registers. After determining which resources will be used, the power-up software maps the 1/0 and
memory controllers into available locations and continues with the power up. To perform the
mapping in a device independent manner, the base registers are placed in the predefined header
portion of configuration space. Device drivers access this configuration space to determine the
mapping of a particular device.

Base Address Register for Memory Mapping

32 4 3 0
Base Address Configuration Bits
. Initial L
Bits Value Description
314 X Base Address.
3 X Pre-fetchable.

00 = Locate address anywhere in 32-bit address space.
01 = Locate address below 1 MByte.

2:1 X
10 = Locate address anywhere in 64-bit address space.
11 = Reserved.

0 0 Memory space indicator.

NOTE: Bit 0 in all base registers is read-only and used to determine whether the register maps into memory or
1/O space. Base registers mapping to memory space must return a 0 in bit 0, and base registers
mapping to I/O space, a 1.

Base Address Register for I/O Mapping

32 2 1 0

Base Address Reserved 1

NOTE: Base registers that map into I/O space are always 32 bits with bit 0 hard wired to a 1, bit 1 is reserved
and must return 0 on reads, and the other bits are used to map the device into 1/O space.

The number of upper bits that adevice actually implements depends on how much of the address
space the device responds to. A device that wants a 1 Mbyte memory address space would set the
most significant 12 bits of the base address register to be configurable, setting the other bitsto 0.

15
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Note:

Table 3.

4.1.11

4.1.12

4.1.13

16

intel.

The 8255x requires one BAR for 1/0O mapping and one BAR for memory mapping of these
registers anywhere within the 32-bit memory address space. The driver determineswhich BAR (I/
O or Memory) is used to access the Control/Status Registers. However, both are always requested
by the device.

One BAR isalsorequired to map the accessesto an optional Flash memory. The 82557 implements
this register regardless of the presence or absence of a Flash chip on the adapter. The 82558 and
82559 only implement this register if abit is set in the EEPROM. The size of the space requested
by thisregister is IMbyte, and it is always mapped anywhere in the 32-bit memory address space.

Although the 82558 only supports up to 64 Kbytes of Flash memory and the 82559 only supports
128 K bytes of Flash memory, 1 Mbyte of address space is still requested. Software should not
access Flash addresses above 64 Kbytes for the 82558 or 128 Kbytes for the 82559 because Flash
accesses above the limits are aliased to lower addresses. Table 3 describes the implementation of
the base address registers.

Base Address Register Summary

Register

Location Description

Memory space for the device Control/Status Registers. The size of this space is 4 Kbytes
10h and it is mapped anywhere in the 32-bit memory address space. It is marked as pre-
fetchable. Software should not assume that this memory will be granted below 1 Mbyte.

14h 1/0 space for the device Control/Status Registers. The size of this space is 32 bytes.

Memory space for FLASH buffer accesses. The size of this space is 1Mbyte. It is mapped
anywhere in the 32-bit address space and is not pre-fetchable.

1Ch - 27h Reserved.

18h

Subsystem ID (Offset 2C)

This register uniquely identifies the add-in adapter or subsystem where the PCI device resides. It
provides a mechanism to distinguish different adapters that use the same PCI controller. For the
82557 B-step this field equals 0000h. For the 82557 C-Step and later devices, thisfield is loaded
from the EEPROM at power on or upon the assertion of PCI reset. If the EEPROM is not present or
invalid, this value defaults to 0000h.

Subsystem Vendor ID (Offset 2E)

This register uniquely identifies the add-in adapter or subsystem where the PCI device resides. It
provides a mechanism to distinguish the vendor of a adapter from the vendor of the PCI controller
used on the adapter. For the 82557 B-step this field is 0000h. For the 82557 C-Step and later
devices, thisfield is automatically loaded from the EEPROM at power on or upon the assertion of
PCI reset. If the EEPROM isnot present or invalid, this vaue defaults to 0000h.

Expansion ROM Base Address Register (Offset 30)

The 8255x provides an interface to aloca Flash device (or EEPROM) which may be used as an
expansion ROM. A 32-bit Expansion ROM Base Address Register at offset 30h in the PCI
Configuration Space is defined to handle the address and size information for boot-time access to
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4.1.14

4.1.15

4.1.16

PCI Interface

the Flash. The 82557 implements this register regardless of the presence or absence of a Flash
component on the adapter. For the 82558 and later Fast Ethernet controllers, this register isonly
implemented if abit is set in the EEPROM.

The register functions exactly like a 32-bit base address register except that the encoding (and
usage) of the bottom bitsis different. The upper 21 bits correspond to the upper 21 bits of the
expansion ROM base address. The 8255x only allow an expansion ROM to be mapped ona 1
Mbyte boundary. Therefore, only the most significant 12 bits are configurable to indicate the 1
Mbyte size requirement (as with the Flash Memory Mapped BAR, the 82558 and 82559 request a 1
Mbyte mapping even though the maximum Flash size allowed with those devicesis 65 K bytes).
The format of the register is shown in the figure below.

Expansion ROM Base Address Register

32 20 |19 1 0

Read / Write Reserved (all bits set to 0) En

Bit 0 in the register is used to control whether or not the device accepts accesses to its expansion
ROM. When this bit is reset, the devices expansion ROM address spaceis disabled. This bit is
programmed at initialization time by the system BIOS. The Memory Space bit in the Command
register has precedence over the Expansion ROM Base Address Enable bit. A device respondsto
accesses to its expansion ROM only if both the Memory Space bit and the Expansion ROM Base
Address Enable bit are set to 1 (it isreset to 0 upon PCI reset).

The Capabilities Pointer (Offset 34)

This an 8-bit field that provides an offset in the device PCI Configuration Space for the location of
the first item in the Capabilities Linked List. The Power Management Interface documentation
specifies this linked list to provide access to all appropriate device information in the
implementation of the ACPI.

For the 82257, this register is hard-wired to 0 since it does not support power management.

For the 82558 this register is set to DCh if power management is enabled in the EEPROM. If power
management is disabled, then this register isset to 0.

For the 82559 and later Intel Fast Ethernet controllers, this register is hard-wired to DCh.

Interrupt Line (Offset 3C)

The Interrupt Line register is an 8-bit register used to communicate interrupt line routing
information. This register is configurable by the system BIOS or OS. POST software writes the
routing information into this register asit initializes and configures the system. The value in this
register specifieswhich system interrupt controller input the device interrupt pin is connected to.
Device drivers and operating systems use thisinformation to determine priority and vector
information.

Interrupt Pin (Offset 3D)

The Interrupt Pin register specifies which interrupt pin the device (or device function) uses. This
register isalways set to a 1, indicating that INTA# is used.

17
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4.1.17 Max_Lat / Min_Gnt (Offset 3E)

These registers specify the device settings for Latency Timer values. For both registers, the value
specifies a period of time in units of ¥ microsecond. Min_Gnt is used to specify the burst length
period the device needs assuming a clock rate of 33 MHz. Max_L at is used to specify how often
the device needs to gain access to the PCI bus. The values of these registers are 8h (2 uS) for
Min_Gnt and 18h (6 uS) for Max_L at.

4.1.18 Power Management PCI Configuration Registers

41.18.1 Capability Identifier (Offset DC)

The Capability Identifier signalsthisitem in the capability linked list as the PCI Power
Management registers. The PCI Power Management registers have been assigned the 1D of 01h.
Since power management is not implemented in the 82557, this register is hard-coded to O for that
device. For the 82558 and |ater devices, thisread only register returns 01h.

4.1.18.2 Next Item Pointer (Offset DD)

The Next Item Pointer register describes the location of the next item in the capability list. Since
power management isthe last item in the list, this register is set to 0.

41.18.3 Power Management Capabilities (Offset DE)

The Power Management Capabilities (PMC) register is a 16-bit read-only register, which provides
information on the capabilities of the device related to power management. Since power
management is not implemented in the 82557, thisregister is hard-coded to O for that device. For
the 82558 and later devices, this register returns values according to the chart below.

Table 4. Power Management Capabilities

Bit Default Value R/W Description

PME_Support. This five bit field indicates the power states in

82558A: 00011 which the device may assert PME#. A value of Ob for any bit

82558B, 82559: indicates that the function is not capable of asserting the PME#
31:27 no auxiliary power | gq signal while in that power state.

- 01111 The 82558 A-step supports wake-up from DO and D1. The 82558

with auxiliary B-step and 82559 support wake-up from DO, D1, D2 and D3}, if no

power - 11111 auxiliary power is present and from all power states if auxiliary

power exists.

D2_Support. If this bit is set, this function supports the D2 Power
Management State. All devices must support the DO and D3 states.
The 82559 and later devices support the D2 Power Management
State.

26 1 RO

D1_Support. If this bit is set, this function supports the D1 Power
25 1 RO Management State. The 82558 and later devices supports the D1
Power Management State.

FullClIk. If this bit is set, this function requires a full speed clock at
82558A: 1 all times when it is in the DO state in order to perform its function. If

. this bit is cleared, the function only requires a full speed PCI clock
24 82558B: 0 RO while actually transferring data so dynamic clock control may be
82559:0 used. The 82558 A-step requires a full speed clock at all times
when it is in the DO state in order to perform its function.

18
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Bit Default Value R/W Description
23 0 RO Reserved. This field is not used by the 8255x.
82558: 0
82559: AUX_Current. If the device is connected to an auxiliary power
22 no auxiliary power | pq supply, the 82559 reports a “1” to indicate that it consume less than
- 250 mA from the 3.3 Vaux pin while in the D34 State. This bitis a
with auxiliary reflection of bit 31.
power - 1
DSI. The Device Specific Initialization bit indicates whether special
initialization of this function is required (beyond the standard PCI
21 1 RO configuration header) before the generic class device driver is able
to use it. Device specific initialization is required for the 82558 and
82559 after a D3 to DO transition.
82558A: 0 Auxiliary Power Source
82558B, 82559: This bit is only meaningful if PMCSR bit 31 (D34 supporting
. PME) equals 1. When this bit also equals 1, it indicates that support
20 ?g auxiliary power | po for PME# in D34 requires an auxiliary power supply. The 82558
) - B-step and 82559 require auxiliary power for wake up from the
with auxiliary D3, State. Therefore this bit is set to 1 if auxiliary power is
power - 1 present.
PME Clock. When this bit is 1, it indicates that the PME#
generation logic requires its host PCI bus to maintain a free-running
19 0 RO PCI clock. When this bit is 0, it indicates that no host bus clock is
required for the function to generate PME#. The 82558 and later
generation devices do not require a clock to generate PME# and
return 0.
Version. This field specifies to software how to interpret the PMC
81:16 001 RO and PMCSR registers. A value of 001b indicates that the device

complies with the Revision 1.0 of the PCI Power Management
Interface Specification.

Power Management Control/Status (Offset EQ)

The Power Management Control/Status Register (PMCSR) is used to determine and change the
current power state of the device. It also alows for the control of the power management interrupts
in astandard way. Since power management is not implemented in the 82557, this register is hard-
coded to O for that device. For the 82558 and later devices thisregister acts according to the chart

below.
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Power Management Control/Status Register

Bit Value at Reset R/W Description
82558A: 0
825588 82559 PME Status. This bit is set upon a wake-up event from the link. Itis
15 - Read independent of the state of the PME_Enable bit. When software
no auxiliary power | clear writes 1 to this bit it is cleared and the device stops asserting PME#
-0 (if enabled).
Sticky bit
Data Scale. The Data Scale is not supported on the 82558 and
1413 82558: 00 RO always returns 0. For the 82559, it is a 2-bit read-only field
' 82559: 10 or 00 indicating the data register scaling factor. For the 82559, it equals
10b for registers 0 through 8 and 00b for registers 9 through 15.
Data Select. This 4-bit field selects which data is reported through
12:9 0000 R/W the Data Register and Data Scale field. This register is only
supported on the 82559 and later generation devices.
82558A =0
82558B & 82559
=0 Read o .
8 PME Enable. This bit enables the device to assert PME#.
Unknown Clear
(0 if no auxiliary
power available)
75 000 Reserved.
Dynamic Data. The 82558 does not implement this register and
4 0 RO returns 0. The 82559 does not support the ability to monitor power
consumption dynamically.
3:2 00 RO Reserved.
Power State. This 2-bit field is used both to determine the current
power state of the 82258 or 82559 and to set the 82558 or 82559
into a new power state. The definition of the field values is given
below.
01:00 00 R/W 00b - DO
01b - D1
10b - D2
11b - D3

While wake-up events are not allowed in the DO power state, hardware does not automatically
preclude this functionality. To ensure that wake-up events are not generated when in DO, software
must clear the PME Enable bit when putting the device into that state. To ensure that no spurious
wake-up events are generated by the function, the PME Status bit (in the PMDR register or the
PMCSR) must be specifically cleared (by writing a 1) when the PME Enable bit is set.

To support Wake on LAN mode (pre-boot wake), the PME Enable and PME Status bits are set with
known values after power-up reset. The ALTRST# pin should be connected to the device auxiliary
power good signal on the motherboard so that it will be active low on system power up. Assertion
of ALTRST# clears the PME Status bit and sets the PME Enable bit if the clock is active on the
CLK pin. Thus, if the Wake on LAN (WOL) bit in the EEPROM is set, the device will wake up the
system upon receiving of Magic Packet*.
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4.1.18.5 Ethernet Power Consumption Registers (Offset E2h)

The Data Register is an 8-bit read-only register providing a mechanism for the device to report
state dependent maximum power consumption and heat dissipation. The value reported in this
register depends on the value written to the Data Select field in the PMCSR register.

The power measurements defined in the register have adynamic range of 0 to 2.55 W with 0.01 W
resolution according to the data scale.

Note: Therequired accuracy should be in the range of +20% and -10%. The 82557 and 82558 do not
implement this register. The 82559 and later Intel Fast Ethernet controllers do. The value reported
in thisregister is hard-coded in the 82559 silicon. The structure of the data register is presented
bel ow:

Table 6. Power Consumption / Dissipation Reporting

Data Select Data Scale Data Reported

0 2 DO Power Consumption = 58 (580 mW)
1 2 D1 Power Consumption = 40 (400 mW)
2 2 D2 Power Consumption = 40 (400 mW)
3 2 D3 Power Consumption = 40 (400 mW)
4 2 DO Power Dissipated = 58 (580 mW)

5 2 D1 Power Dissipated = 40 (400 mW)

6 2 D2 Power Dissipated = 40 (400 mW)

7 2 D3 Power Dissipated = 40 (400 mW)

8 2 Common Function Power Dissipated = 00

9-15 0 Reserved 00 h

NOTE: The D1 and D2 power states are not currently supported by operating systems.

4.2 PCI Command Usage

The table below lists the PCI commands that the various Intel Fast Ethernet controllers can use.
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Generated PClI Commands

PCI Command Name Circumstance Used

0x6 MR TxCB “S” bit read.

CB and RFD. Writing statistics counters or dump data
0x7 MwW buffer to memory. Writing received packet data into
receive buffers.

0oxC MRM Reading transmit data buffers.
OxE MRL CB, TBD, and RFD.
OxF gﬂz\lgléé?ZSSS & Writing received packet data into receive buffers.

The controllers do not generate 1/O commands, I nterrupt Acknowledge cycles, or Configuration
cycles. The controllers also do not support Dual Address Cycle (DAC). Targets (typically the
system bridge) must respond to al of the commands that the Ethernet controller generates.

Memory Write and Invalidate

The 82558, 82559, 82550, and 82551 have 4 internal DMA channels. Of these 4, the Receive DMA
channel is used to deposit packet data received from the link into system memory. The Receive
DMA channel uses both the Memory Write (MW) and the Memory Write and Invalidate (MWI)
commands. In order to use MW!I the device must guarantee:

¢ A minimum transfer of one cache line.

¢ All byte-enable bits are active during each MWI access.

* Thedevice may cross a cache line boundary only if it intends to transfer the entire next cache

line too.

In order to ensure the above conditions, the device may use the MWI command only if the
following conditions hold:

1. The cache line size written in the CL S register during PCI configuration is 8 or 16 Dwords.

2. The accessed addressis cache line aligned.

3. The 82558 or 82559 has at least a cache line size of data byte in its Receive FIFO.

4

. Thereisat least acache line size of space left in the system memory buffer. In addition, the
device will use two configuration bits to enable and disable the use of MWI:

a MWI Enable bit in the PCI Configuration Command register (Section 4.1, “PCl
Configuration Space”).

b. MWI Enable bit in the device Configure command (Section 6.4.2.3, “ Configure (010b)”).

If any one of these conditions does not hold, the device uses the MW command. If aMWI cycleis
started and one of the conditions does not hold any more (for example, the data space in the
memory buffer isless than the CL S), then the device terminates the MWI cycle at the end of the
cacheline. The next cycleisaMW!I or MW cycle according to the conditions listed above.

If aMWI cycleisterminated by a Retry from the target, the device attempts to retry the access
using the MWI command. If aMW!I cycle isterminated in the middle of acache line by a
disconnect from the target (including Disconnect-C), the device issues anew cycle from the
disconnected point using the MW command. If the disconnect occurs on a cache line boundary, the
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device may start the next cycle using either MW or MW!I according to the conditions listed above.
If the PCI latency timer or the 82558 (or later generation device) arbitration counter expires during
aMWI cycle, the device continues the cycle until the end of the cacheline.

If the device started aMW cycle and reaches a cache line boundary, it either terminatesthe cycle or
continues according to the Term on CL configuration bit (Section 6.4.2.3, “Configure (010b)”). If
the Term on CL hit is set, the device terminates the MW cycle and attempts to start a new cycle.
The new cycleisaMWI cycleif all conditionsare met. If the bit is not set, the device continues the
MW cycle across the cache line boundary if required.

Read Align

The Read Align featureis aimed to enhance performance in cache line oriented systems. Starting a
PCI transaction in these systems on a non-cache line aligned address may result in low
performance.

To solve this performance problem, the controller can be configured to terminate Transmit DMA
cycles on a cache line boundary, and start the next transaction on a cache line aligned address. This
feature is enabled when the Read Align Enable bit is set in device Configure command

(Section 6.4.2.3, “Configure (010b)”).

If this bit is set, the device operates as follows:

¢ When the deviceis close to running out of resources on the Transmit DMA (in other words,
the Transmit FIFO is almost full), it attempts to terminate the read transaction on the nearest
cache line boundary when possible.

* When the arbitration counters featureis enabled (maximum Transmit DMA byte count valueis
set in configuration space), the device switches to other pending DMAS on cache line
boundary only.

Odd Byte Alignment Support

Various data structures have special memory alignment requirements. These alignment
requirements are detailed in Section 6.2.1, “LAN Controller Addressing Format”.
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EEPROM Interface 5

The 8255x has alocal memory interface that provides access to a serial EEPROM and optional
Flash device. All controllersimplement these interfaces using multiplexed pins. Since the interface
uses multiplexed pins, it is not simultaneously available to software. Thus, software cannot read the
EEPROM at the sametime asit is reading Flash memory. However, software can certainly read the
EEPROM and then read Flash memory or vice versa.

The Serial EEPROM stores configuration data (such as the Ethernet MAC address) for the 8255x.
The EEPROM isaseria in and seria out device. The 82557 and 82558 support a single size of
EEPROM that contains 64 registers of 16 bits per register. The 82559 and later generation devices
support either a64 register EEPROM or a 256 register EEPROM.

Software may read or write to the EEPROM by accessing the EEPROM port in the 8255x.

All accesses, read or write, are preceded by a command instruction to the device. The command
instructions, begin with alogical 1 asastart bit, two opcode bits (indicating read, write, erase, etc.),
and n-bits of address. The address field is 6 bits for a 64-register EEPROM and 8 hits for a 256-
register EEPROM. The end of the address field isindicated by a“dummy 0" bit from the
EEPROM, which indicates the entire address field has been transferred to the device. A command
isissued by asserting the chip select signal and clocking the datainto the EEPROM on its data
input pin relative to the serial clock input. The chip select signal is de-asserted after completion of
the EEPROM cycle (Command, Address and Data).

The 8255x performs an automatic read of several registers in the EEPROM following the de-
assertion of the PCI Reset signal. The controllers automatically read the EEPROM to properly set
several power-on default configurations. Since the 82559 and later devices are capable of
interfacing with different size EEPROMSs (64 or 256 words), software determine the EEPROM size
first using the “dummy zero mechanism” before it accesses the EEPROM after areset.
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Host Software Interface 6

6.1

Note:

The 8255x LAN controllers establish a shared memory communication system with the host CPU.
Software controls the device by writing and reading data to and from this shared memory space.
All of the LAN controller functions (configuration, transmitting data, receiving data, etc.) that are
software manageable are controlled through this shared memory space.

Although references are made to both simplified and flexible memory modes for transmit and
receive commands, only the simplified mode is supported. All bit settings and silicon
configurations only refer to the simplified memory mode.

The Shared Memory Architecture

The shared memory structure is divided into three parts: the Control/Status Registers (CSR), the
Command Block List (CBL), and the Receive Frame Area (RFA). The CSR physically resides on
the LAN controller and can be accessed by either I/0O or memory cycles, while the rest of the
memory structures reside in system (host) memory. The first 8 bytes of the CSR is called the
System Control Block (SCB). The SCB serves as a central communication point for exchanging
control and status information between the host CPU and the 8255x. The host software controls the
state of the Command Unit (CU) and Receive Unit (RU) (for example, active, suspended or idle)
by writing commands to the SCB. The device posts the status of the CU and RU in the SCB Status
word and indicates status changes with an interrupt. The SCB a so holds pointersto alinked list of
action commands called the CBL and alinked list of receive resources called the RFA. This type of
structure is shown in the figure below.
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Figure 8. 8255x Memory Architecture

10/100 Mbps Device (8255x) Registers

System Control
Block (SCB)

Command Block List (System Memory)

»  Control Block +—» Control Block —— Control Block

Receive Frame Area (System Memory)

»{ Frame Descriptor — Frame Descriptor —» Frame Descriptor

Buffer Descriptor —— Buffer Descriptor — Buffer Descriptor

Receive Data Receive Data Receive Data
Buffer Buffer Buffer

The CBL consists of alinked list of individual action commands in structures called Command
Blocks (CBs). The CBs contain command parameters and status of the action commands. Action
commands are categorized as follows:

¢ Non-transmit (non-Tx) commands: This category includes commands such as no operation
(NOP), Configure, IA Setup, Multicast Setup, Dump and Diagnose.

* Transmit (Tx) command: This includes Transmit Command Blocks (TXCB).

The Receive Frame Area (RFA) consists of alist of Receive Frame Descriptors (RFDs) and alist of
user-prepared or NOS provided buffers. The receive architecture supports the simplified memory
model similar to the way it is supported by the transmit command. In the simplified memory
model, the data buffer immediately follows the RFD. The receive structures format and receive
code flow is described in Section 6.4.3.1, “Receive Frame Area” and Section 6.4.3.4, “No Buffer
Performance Improvements (82558 and 82559)”.

The LAN controller also provides read and write access to an external EEPROM and the
Management Data Interface (MDI) registers. Thisis achieved through the EEPROM Control
Register and the MDI Control Register, respectively. These registers occupy offsets 0Ch through
14h of the CSR.
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Table 8.
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Initializing the LAN Controller

A hardware or software reset prepares the 8255x for normal operation. Since the PCI Specification
already provides automatic configuration of many critical parameters such as 1/O, memory
mapping and interrupt assignment, the device is set to an operational default state after reset.
However, the device cannot transmit or receive frames until a Configure command is issued.
Different reset commands affect the controller in different ways as detailed by the table bel ow.

Reset Commands

Reset Operation Effect on LAN Controller

Hardware reset. This occurs when the
Reset pin (RST#) is asserted. (This is Resets all internal registers. A full initialization sequence
caused by turning the system on or by is needed to make the device operational.

pressing the system reset button.)

Resets all internal registers, except the PCI configuration
registers. A full initialization sequence is needed to make
the device operational.

Software reset. (This is issued as Port
Reset command.)

Maintains PCI configuration, RU and CU base registers,
HDS size, error counters, configure, IA setup and
multicast setup command information. RU and CU are set
to the idle state. All other setup and configuration
information is lost.

Selective reset. (This is issued as Port
Selective Reset command.)

Resets all internal registers except for the PCI
configuration registers. A full initialization sequence is

Self test. (This is issued as a Port Self needed to make the device operational. A selective reset

Test command.) is issued internally before the command is executed. A
software reset is issued internally after the command is
completed.

The phrase “ Software Reset” will be used throughout this manual to indicate a complete reset using
the Port Reset command, unless specified otherwise. Port commands are discussed in detail in
Section 6.3.3, “PORT Interface”.

LAN Controller Addressing Format

The 8255x supports a 32-bit enhanced linear addressing mode and 32-bit segmented addressing
mode. The 8255x accommodates both types of addressing schemes with the enhanced linear
addressing mode. The controller always cal cul ates a physical address by adding the appropriate 32-
bit BAR (CU base or RU base) to a 32-bit offset. Thisallows alinear addressing scheme to be used
by setting the base address to zero and using the full 32-bit offset registers to indicate the linear
address. A 32-bit segmented scheme can be used as well by programming the appropriate 32-bit
base address register and using the lower 16 bits of the 32-bit offset. Thisisillustrated in the table
below.
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Table 9. Device Addressing Formats

Points to Base Register 32-bit Offset Pointer Physical Address
Start of Command ) .
Block List (CBL) CU Base (32-bit) SCB General Pointer Base (32) + Offset (32)
Start of Receive Frame . .
Area (RFA) RU Base (32-bit) SCB General Pointer Base (32) + Offset (32)
?‘Ceé‘; Command Block | o) gase (32-bity | Link Address in CB Base (32) + Offset (32)
Start of TBD Array CU Base (32-bit) TBD Array Address in TxCB Base (32) + Offset (32)
Next Receive Frame | o) gase (32-bit) | Link Address in RFD Base (32) + Offset (32)

Descriptor (RFD)

i i Offset (32
TX Buffer No Base Register Transmit Buffer #n Address in (32)

TBD Array (Physical address)
g;')“p Buffer (Dump CU Base (32-bit)y | Buffer Address in CB Base (32) + Offset (32)
Offset (32
Port Dump / Self-Test No Base Register Port Address (Physiéal ;ddress)
Offset (32)

Dump Counters No Base Register SCB General Pointer

(Physical address)

To support linear addressing, the device should be programmed as follows:
¢ L oad avalue of 00000000h into the CU base using the Load CU Base Address SCB command.
¢ L oad avalue of 00000000h into the RU base using the Load RU Base Address SCB command.
¢ Usethe offset pointer values in the various data structures as absolute 32-bit linear addresses.

To support 32-bit segmented addressing, the device should be programmed as follows:

¢ Load the desired segment value into the CU base using the Load CU Base Address SCB
command.

* Load the desired segment value into the RU Base using the Load RU Base Address SCB
command.

¢ Usethe offset pointer values in the various data structures as 16-bit offsets. Software must
ensure that the upper 16 bits of this offset equal 0000h as the device will add all 32 bits of the
base and offset values.

Note: The Load CU Base and the L oad RU Base commands can only be executed when the CU and RU
arein theidle state. Issuing these commands when the CU or RU isnot idle is prohibited.

Asmentioned earlier, the 8255x data structures have special memory alignment requirements. The
table below lists these requirements. Most of the structures listed in the table will be discussed in
much greater detail in subsequent sections.
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Table 10. Alignment Requirements for 8255x Data Structures

6.3

6.3.1

Data Structure Alignment Requirements
Port Self-Test Paragraph aligned (16-byte)
Port Dump Paragraph aligned (16-byte)
CSR and SCB Address allocated by the BIOS. No other alignment requirements.
TxCB (buffer of TXCB in Word (even address) aligned (2-byte aligned). However, Dword (4-byte
simplified mode) aligned) structures are more efficient.

Word (even address) aligned (2-byte aligned). However, Dword (4-byte

TBD aligned) structures are more efficient.

Transmit Buffer (flexible mode

only) Byte aligned (address can be odd or even).

Word (even address) aligned (2-byte aligned). However, Dword (4-byte

aligned) structures are more efficient.

NOTE: In an MWI aware system, for best performance RFDs should be
allocated so that the RFD data area (if not zero) is cache line

RFD (buffer of RFD in
simplified mode)

aligned.

Asthe table above indicates, the 8255x have the same alignment restrictions with one exception:
The 82558, and 82559 have a limited capability to support odd byte aligned buffers.

Controlling the Device

Software issues control commands to the CU and RU through the SCB, which is part of the CSR.
The CPU instructs the device to activate, suspend, resume or idle the CU or RU by placing the
appropriate control command in the CU or RU control field. A CPU write accessto the SCB causes
the device to read the SCB, including the Status word, Command word, CU and RU Control fields,
and the SCB Genera Pointer. Activating the CU causes the device to start executing the CBL.
When execution is completed the device updates the SCB with the CU status then interrupts the
CPU if it is configured. Activating the RU causes the device to access the RFA and go into the
ready state for frame reception. When a frame is received the RU updates the SCB with the RU
status and interrupts the CPU. It also automatically advances to the next free RFD inthe RFA. This
interaction between the CPU and the device can continue until a software or selective reset is
issued to the device, at which point the initialization process must be executed again. The CPU can
also perform certain controller functions directly through a CPU port interface.

Control / Status Registers (CSR)

The Control/Status Registers make up the CSR space. The basic registers are the SCB Command
word, SCB Status word, SCB General Pointer, Port interface, EEPROM Control register, and MDI
Control register. Additionally, the 82558 and later devices also contain registers for flow control,
power management, etc. All of these registers are shown in the table below. Registers new to the
82558 are lightly shaded, and registers new to the 82559 (at offset 1Ch and beyond) are darkly
shaded. Accessing these higher offset areasin older devices has an unpredictable effect and may
cause errors.
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Note:

Upper Word Lower Word Offset
31 16 15 0
SCB Command Word ‘ SCB Status Word Oh
SCB General Pointer 4h
PORT 8h
EEPROM Control Register ‘ Reserved Ch
MDI Control Register 10h
RX DMA Byte Count 14h
PMDR Flow Control Register Reserved 18h
Reserved General Status General Control 1Ch
Reserved 20h-2Ch
Function Event Register 30h
Function Event Mask Register 34h
Function Present State Register 38h
Force Event Register 3Ch

* SCB Command Word. Thisregister is where software writes commands for the CU and RU.
* SCB Status Word. The device places the CU and RU status for the CPU to read in this word.

* SCB General Pointer. The SCB General Pointer pointsto various data structuresin main
memory depending on the current SCB Command word.

* Port Interface. This special interface allows the CPU to reset the device and force it to dump
information to main memory or perform an interna self test.

* EEPROM Control Register. The EEPROM Control Register allows the CPU to read and write
to an external EEPROM .

* MDI Control Register. Thisregister allows the CPU to read and write information from
Physical Layer components through the Management Data Interface.

* Early Receive Interrupt Rx Byte Count (RXBC) Register. Thisregister allowsthe CPU to read
the current value in the Receive DMA byte count register. The Receive DMA byte count
register tracks the number of receive data bytes that have been placed into host memory.

* Flow Control Threshold Register. Thisregister allows the driver to set the flow control
threshold value. (Thisregister is not included in the 82557.)

* Flow Control Command Register. This register allows the driver to indicate flow control
commands to the 82558 and |ater devices.

* Power Management Driver Register (PMDR). This register indicates power management
eventsto the driver.

The CSR can be accessed as either an 1/0 mapped or memory mapped PCI slave.

The PCI Configuration space Base Address Registers (BARs) automatically request memory space
for the CSR and 1/O space for the CSR. Software may use either memory mapped or 1/0 mapped
mode or even use them interchangeably. In most environments, memory mapped mode is the
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preferred method of accessing the CSR. Some bridges may not properly transfer datain memory
mapped mode and it may be necessary to have an I/O backup method if the memory method does
not work.

All fields in the CSR are byte, word, or Dword addressable. Accesses to the CSR, especialy the
SCB command and status word, should be limited to byte-wide operationsto avoid and side
effects. For example, issuing a new command through the CU, only the lower byte of the CSR
command word should be accessed (byte 2 of the CSR). Thiswill prevent any accidental
modification of the interrupt mask or software interrupt bits that occupy the upper byte of the
command word.

System Control Block (SCB)

The SCB plays amajor role in communications between the CPU and the LAN controller.
Commands issued by the software and status reported by the device are placed in the SCB. The
SCB is part of the CSR and represents the first two Dwords of that structure.

Control commands areissued to the device by writing them into the SCB. This causesthe deviceto
examine the command, clear the lower byte of the SCB command word (indicating command
acceptance), and perform the required action. Control commands perform the following types of
tasks:

* Operate the Command Unit (CU). The SCB controlsthe CU by specifying the address of the
Command Block List (CBL) and by starting or resuming execution of CBL commands.

* Operate the Receive Unit (RU). The SCB controls RU frame reception by specifying the
address of the Receive Frame Area (RFA) and by starting, resuming, or aborting frame
reception.

¢ Load the dump counters address.

¢ Command the device to dump or dump and reset itsinternal statistical counters.

In asimilar manner, the CPU can send Interrupt Acknowledgments to the device by writing
them into the Interrupt Acknowledge byte (upper byte of the SCB Status word).

The device also indicates status to the CPU through bits in the SCB Status word such as CU
status and RU status.

* Indicate the cause of the current interrupt(s). Interrupts are caused by one or more of the
following events:

— The CU will interrupt the CPU when it completes an action command that hasitsinterrupt
bit set (CX Interrupt).

— The CU will interrupt the CPU either when it leaves the active state (CNA Interrupt) or
when it enters the idle state (Cl Interrupt), depending on how the device is configured.

— The CU will interrupt the CPU when it completes a transmit command with a bad status
(TNO Interrupt) if it is configured.

— The RU will interrupt the CPU when it receives either a complete frame or a predefined
part of it (FR Interrupt or ER Interrupt for the 82558 and 82559 devices).

— The RU is not ready (RNR Interrupt).
— A previously initiated read or write cycle to the MDI has been completed (MDI Interrupt).
— Software has requested an interrupt (SWI Interrupt).

33



[ ]
Host Software Interface I ntGI ®

Note:

Table 12.

6.3.2.1

34

Figure 9.

Note:

— A flow control pause frame was received (FCP Interrupt). This does not apply to the
82557.

TNO interrupts should be avoided. Protocol stacks automatically retry failed transmits. This
feature should only be enabled if software needs to know immediately about transmit failures.

Interrupt events can only be cleared by CPU acknowledgment. In other words, if the device has
asserted itsinterrupt pin, the only way to clear it iswith a CPU Acknowledgment of that particular
interrupt bit in the SCB. Since multiple events could be active simultaneously, if some events are
not acknowledged by the ACK field, the interrupt signal will remain asserted. However, if anew
event occurs while an interrupt is set, it will not cause an additional interrupt.

Thetable below shows the SCB format. It is followed by adetailed description on the SCB bitsand
their functions.

System Control Block

31 16 15 0
Upper Word Lower Word Offset
SCB Command Word SCB Status Word Base + 00h
SCB General Pointer Base + 04h

SCB Status Word

SCB Status Word

15 8 7 6 5 2 1 0

STAT / ACK CuUs RUS 0 0

The SCB Statusword is addressable as two bytes. The upper byte is called the STAT/ACK byte,
and the lower, the SCB Status byte. The SCB Status byte indicates the status of the CU and RU.
The STAT/ACK byte reports the device status as bits, which represent the causes of interrupts.
Writing to the STAT/ACK bitswill acknowledge pending interrupts. As described below, there are
many different possibleinterrupt events. The LAN controller assertsthe interrupt line to the CPU if
any of these interrupt events need to be serviced. More than one STAT/ACK bits may be set at the
same time. Writing 1 back to a STAT/ACK bit that was set will acknowledge that particular
interrupt bit. The device will de-assert its interrupt line only when all pending interrupt STAT bits
are acknowledged. All pending STAT bits do not need to be acknowledged in a single access, but it
is recommended if the interrupt serviceroutineis likely to process all pending interrupts.

The LAN controller latches interruptsinternally. Interrupts are PCI compliant and level-triggered.
Setting a 1 in the interrupt acknowledge command for a non-pending interrupt does not cause any
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malfunctions. It issimply ignored by the device. Also, any 0 bitsin the interrupt acknowledge
command have no effect, whether the interrupt is pending or not.

Table 13. SCB Status Word Bits Descriptions

Bit Symbol Description
This bit indicates that the CU finished executing a command with its interrupt bit
set.

Bit 15 CX/TNO The 82557 includes a TNO feature where the device can be configured to assert

this interrupt when a transmit command is completed with a status of not okay.
The TNO interrupt feature is not available in the 82558 or later devices.

This bit indicates that the RU has finished receiving a frame or the header portion

Bit 14 FR of a frame if the device is in header RFD mode.
This bit indicates when the CU has left the active state or has entered the idle state.
There are 2 distinct states of the CU. When the device is configured to generate
Bit 13 CNA CNA interrupt, the interrupt is activated when the CU leaves the active state and

enters either the idle or suspended state. When the device is configured to
generate Cl interrupt, an interrupt will be generated only when the CU enters the
idle state.

This bit indicates when the RU leaves the ready state. The RU may leave the ready
Bit 12 RNR state due to an RU Abort command or because there are no available resources or
if the RU filled an RFD with its suspend bit set.

This bit indicates when an MDI read or write cycle has completed. This interrupt
Bit 11 MDI only occurs if it is enabled through the interrupt enable bit (bit 29) in the MDI
Control Register of the CSR.

This bit is used for software generated interrupts. In some cases, software may

Bit 10 SWi need to generate an interrupt to re-enter the ISR.

Bit 9 Reserved | This bit is reserved and should not be used.

This bit is used for flow control pause interrupt. It is present in the 82558 and later
Bit 8 FCP devices.
This bit is not used on the 82557 and should be treated as a reserved bit.
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Table 13. SCB Status Word Bits Descriptions

Note:

6.3.2.2

Bit Symbol Description

This field contains the CU status (2 bits). Valid values are for this field are:
00 Idle

Bits 7:6 Ccus 01 Suspended

10 LPQ Active

11 HQP Active

This field contains the RU status (4 bits). Valid values are:
0000 Idle
0001 Suspended
0010 No resources
0011 Reserved
0100 Ready
0101 Reserved
0110 Reserved
Bits 5:2 RUS 0111 Reserved
1000 Reserved
1001 Reserved
1010 Reserved
1011 Reserved
1100 Reserved
1101 Reserved
1110 Reserved
1111 Reserved

Bits 1:0 Reserved | These bits are reserved and should not be used.

The SCB Status word is not updated immediately in response to SCB commands. For example, the
CU statuswill remain in the idle state for a period of time after the CU start command is issued.
Software should not rely exclusively on the state of the SCB Status word to determine when it is
appropriate to issue commands requiring the device to be in a specific state. Software may be
required to keep an internal state engine on the commands recently issued to the device to insure
that data read from the register is valid.

SCB Command Word

Figure 10. SCB Command Word
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31 26 25 24 | 23 20 19 |18 16

Specific Interrupt Mask Bits Sl M CU Command 0 RU Command

The SCB Command word is also addressable as two bytes. The upper byteis called the Interrupt
Control byte. The least significant byteis called the Command byte.

The Interrupt Control byte alows software to either force the generation of an interrupt or mask
device interrupts from occurring. The 82558 and later devices also allow individual interrupt
sources from within the device to be masked (this feature is not available in the 82557).
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When software wants to issue an action command, it should write to the Command byte. The CUC
and RUC fields of the Command byte specify the actions to be performed by the 8255x. The
command is ready for acceptance by the device as soon asit iswritten into the CUC or RUC field.
The actual command execution may not start instantaneously and will depend on current receive
and transmit DM A activity. The Command byte is set by the CPU and cleared by the 8255x
indicating command acceptance.

Table 14. SCB Command Word Bits Descriptions

Bit

Symbol

Description

Bits 31:26

Specific
Interrupt
Mask Bits

The mask bits range from bit 31 to 26. Writing a 1 to a mask bit disables the 8255x
(except the 82557) from generating an interrupt, or asserting the INTA# pin, due to
that corresponding event. The device may still generate interrupts due to other

interrupt events that are not masked. The corresponding bits and their masks are:

31 - CX Mask

30 - FR Mask

29 - CNA Mask

28 - RNR Mask

27 - ER Mask

26 - FCP Mask
These bits are also described in Section 6.3.2, “System Control Block (SCB)".
These bits are not present in the 82557 and should be treated as reserved.

Bit 25

Sl

This bit is used for the software generated interrupt. Writing a 1 to this bit causes
the device to generate an interrupt, and writing a 0 has no effect. Reads from this
bit always return a zero. The M bit (bit 24) has higher precedence than the Sl bit.
Thus, if a 1 is simultaneously written to both, no interrupts occur.

Bit 24

This bit is used as the interrupt mask bit. When this bit is set to 1, the device does
not assert its INTA# pin (PClI interrupt pin). The M bit has higher precedence than
bits 31 through 26 of this word and the Sl bit (bit 25).
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Table 14. SCB Command Word Bits Descriptions

Bit

Symbol

Description

Bits 23:20

cuc

This field contains the CU Command. Valid values for this field are:

0000 NOP. The no operation command does not affect the current state of the
unit.

0001 CU Start. CU Start begins execution of the first command on the CBL. A
pointer to the first CB of the CBL should be placed in the SCB General Pointer
before issuing this command.

NOTE: The CU Start command should only be issued when the CU is in the
idle or suspended states (never when the CU is in the active state) and
all of the previously issued CBs have been processed and completed
by the CU. Sometimes, it is only possible to determine that all CBs are
completed by checking the complete bit in all previously issued
Command Blocks.

0010 CU Resume. The CU Resume command resumes CU operation by
executing the next command. If the CU is Idle, it ignores the CU Resume
command.

0100 Load Dump Counters Address. This command directs the device where to
write dump data when the Dump Statistical Counters or Dump and Reset
Statistical Counters command is used. It must be executed at least once before
the Dump Statistical Counters or Dump and Reset Statistical Counters
command is used. The address of the dump area must be placed in the general
pointer register.

0101 Dump Statistical Counters. This command directs the device to dump its
statistical counters to the area designated by the Load Dump Counters Address
command.

0110 Load CU Base. The internal CU Base Register is loaded with the value in
the SCB General Pointer.

0111 Dump and Reset Statistical Counters. This command directs the device to
first dump its statistical counters to the area designated by the Load Dump
Counters Address command and then to clear these counters.

1010 CU Static Resume. It resumes CU operation by executing the next
command. If the CU is idle, it will ignore the CU Resume command. This
command should be used only when the device CU is in the suspended state
and has no pending CU Resume commands. This command is only valid for the
82558 and later devices. It is not valid for the 82557.

Bit 19

Reserved

This bit is reserved and should be set to 0.
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Table 15.
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SCB Command Word Bits Descriptions

Bit Symbol Description

This field contains the RU Command. Valid values are:

000 NOP. NOP is a no operation command and does not alter current state of
unit.

001 RU Start. RU Start enables the receive unit. The pointer to the RFA must be
placed in the SCB General Pointer before using this command. The device pre-
fetches the first RFD in preparation of receiving incoming frames that pass its
address filtering.

010 RU Resume. The RU Resume command resumes frame reception (only
when in suspended state).

011 Receive DMA Redirect. This command is only valid for the 82558 and later
Bits 18:16 RUC devices. The buffers are indicated by an RBD chain, which is pointed to by an
offset stored in the general pointer register (in the RU base).

100 RU Abort. The RU Abort command immediately stops RU receive
operation.

101 Load Header Data Size (HDS). After a load HDS command is issued, the
device expects to only find header RFDs or to be used in Receive DMA mode
until it is reset. This value defines the size of the header portion of the RFDs or
receive buffers. The HDS value is defined by the lower 14 bits of the SCB
General Pointer; thus, bits 15 through 31 should always be set to zeros when
using this command. The value of HDS should be an even non-zero number.

110 Load RU Base. The internal RU Base Register is loaded with the value that
was placed in the SCB General Pointer just before this command was issued.

SCB General Pointer

The SCB General Pointer is a 32-bit entity, which points to various data structures depending on
the command inthe CUC or RUC field. The two tables below indicate what the SCB pointer means
for the different commands.

SCB General Pointer for the CU Command

Eigl(gi RU Command SCB General Pointer Added to
0 NOP Don't care

1 RU Start Pointer to first RFD in the Receive Frame Area | RU Base
2 RU Resume Don't care

3 Reserved Don't care

4 RU Abort Don't care

5 Load HDS Header Data Size (Upper 18 bits must be zero)

6 Load RU Base 32-bit Base Register for RU data structures

Statistical Counters

The 8255x provides information for network management by providing on-chip statistical counters
that track a variety of events associated with both transmit and receive. The counters are updated
by the device when it completes the processing of aframe. For example, after the completion of
transmitting a frame on the link or when receiving aframe, the counter is updated. The Statistical
Counters are reported to the software on demand by issuing the Dump Statistical Counters
command or the Dump and Reset Statistical Counters command in the SCB CUC field. The
counters are internal to the device and are listed in the table below.
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Table 16. Statistical Counters

Byte Offset

Device Statistic

Transmit good frames. This counter contains the number of frames
transmitted properly on the link. It is updated only after the actual
transmission on the link is completed and not when the frame was read from
memory as is done for the TxCB status.

Transmit maximum collisions (MAXCOL) errors. This counter contains
the number of frames that were not transmitted because they encountered
the configured maximum number of collisions. This counter should only
increment when the network is heavily saturated with traffic.

Transmit late collisions (LATECOL) errors. This counter contains the
number of frames that were not transmitted since they encountered a
collision outside of the normal collision window.

12

Transmit underrun errors. This counter contains the number of frames
that were either not transmitted or retransmitted due to a transmit DMA
underrun. If the device is configured to retransmit on underrun, this counter
may be updated multiple times for a single frame. Underruns occur due to a
lack of PCI bandwidth resulting in the internal transmit FIFO running dry
during the transmission of a frame.

16

Transmit lost carrier sense (CRS). This counter contains the number of
frames transmitted by the device despite the fact that it detected the de-
assertion of CRS during the transmission.

20

Transmit deferred. This counter contains the number of frames that were
deferred before transmission due to activity on the link.

24

Transmit single collision. This counter contains the number of transmitted
frames that encountered only one collision.

28

Transmit multiple collisions. This counter contains the number of
transmitted frames that encountered more than one collision.

32

Transmit total collisions. This counter contains the total number of
collisions that were encountered while attempting to transmit. This count
includes late collisions and collisions from frames that encountered
maximum collisions.

36

Receive good frames. This counter contains the number of frames that
were received properly from the link. It is updated only after the actual
reception from the link is completed and all data bytes are stored in
memory.

40

Receive CRC errors. This counter contains the number of aligned frames
discarded out to a CRC error. This counter is updated, if needed, regardless
of the RU state. If the RX_ER pin is asserted during a receive frame, this
counter is incremented (only once per receive frame). This counter is
counter is mutually exclusive to the alignment errors and short frames
counters.

44

Receive alignment errors. This counter contains the number of frames
that are both misaligned (in other words, CRS de-asserts on a non-octet
boundary) and contain a CRC error. The counter is updated, if needed,
regardless of the RU state. This counter is mutually exclusive to the CRC
errors and short frames counters.

48

Receive resource errors. This counter contains the number of good
frames discarded due to unavailable resources. Frames intended for a host
whose RU is in the no resources state fall into this category. If the device is
configured to save bad frames and the status of the received frame
indicates that it is a bad frame, this counter is not updated unless the RU is
in a no resources state.
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Table 16. Statistical Counters

Byte Offset | Device Statistic

Receive overrun errors. This counter contains the number of frames
known to be lost because the internal receive FIFO overflowed (also known
as receive overrun). This can occur if the device is unable to get the
necessary bandwidth on the PCI (system) bus. If the overflow condition

52 persists for more than one frame, the frames that follow the first can also be
lost. However, since a lost frame indicator does not exist, these lost frames
may not be counted. A frame that was counted as an overrun will not be
counted in other error counters (short frames, CRC errors, or alignment
errors).

Receive collision detect (CDT) errors. This counter contains the number
56 of frames that encountered collisions during frame reception. This counter is
always 0 on the 82559.

Receive short frame errors. This counter contains the number of received
frames that are shorter than the minimum frame length. It is mutually

60 exclusive to the CRC errors and alignment errors counters and has a higher
priority (in other words, a short frame will always increment only the short
frames counter).

Flow control transmit pause. This counter contains the number of flow
control frames transmitted by the device. The count includes both the XOFF
frames transmitted and XON frames (in other words, PAUSE(0))
transmitted.

64

Flow control receive pause. This counter contains the number of flow
68 control frames received by the device. It includes both the XOFF frames
received and XON frames (PAUSE(0)) received.

Flow control receive unsupported. This counter contains the number of
MAC frames received by the device that are not flow control pause frames.
These frames are valid MAC frames with the predefined MAC type value
72 and a valid address; however, they contain an unsupported opcode. In
multimedia mode this counter tracks the pause low frames received. This
count includes both the XOFF_Low frames received and XON_Low frames
(PAUSE_Low(0)) received.

Transmit TCO frames. This counter is incremented when the 82559
transmits a packet initiated by the TCO controller (or ICH device). It should
be noted that any transmission of TCO packets also affects the normal
transmit counters.

76

Receive TCO frames. This counter is incremented when the 82559
78 receives a TCO packet. It should be noted that any reception of TCO
packets also affects the normal receive counters.

Applicable to all controllers.

Applicable only to 82558 and later generation controllers.

Applicable only to 82559 and later generation controllers.

As the above table indicates, the 8255x track of 16 different statistics. However, the 82558 a so
maintains three additional statistics (lightly shaded in the above table) for atotal of 19 counters. In
addition to the 19 statistics maintained by the 82558, the 82559 tracks two additional statistics and
six reserved statistics (indicated by darker shading in the above table).

The counters are initially set to zero by the device after reset. They cannot be preset to anything
other than zero. The deviceincrements the counters by internally reading them, incrementing them,
and writing them back. This processisinvisible to the CPU and PCI bus. In addition, the counters
adhere to the following rules:
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Table 17.

* The counters are wrap around counters. After reaching OFFFFFFFFh, the counters wrap
around to 0. There is no indication when the counters wrap around to 0. Software must track
this.

* The device updates the required counters for each frame. It is possible for more than one
counter to be updated as multiple errors can occur in asingle frame.

* The counters are 32 bits wide and their behavior is fully compatible with the |[EEE 802.1
standard. The device supports all mandatory and recommended statisti cs functions through the
status of the receive header and directly through these statistics counters.

Software can access the counters by issuing a Dump Statistical Counters SCB command. This
provides a snapshot, in main memory, of the internal statistical counters. For the 82557, this dump
always consists of 16 statistics. For the 82558 and 82559, this dump may contain more statistics
depending on how the device is configured. It is recommended for software to use the following
sequence for maintaining its own statistics:

1. Allocate an array in host memory large enough to hold al of the statistics dumped plus one
additional Dword for status information (for example, 68 bytes for the 82557). This memory
space must be Dword aligned.

2. Load the absolute address of thislocation into the device using the L oad Dump Counters
Address command.

3. Write zerosto the last Dword in thisarea. This can be done before or after step 2.

4. Write the Dump Statistical Counters or Dump and Reset Statistical Counters command into the
CUC field in the SCB.

5. Wait for the device to dump the content of the statistical counters into the allocated memory
area. The dump isfollowed by the device writing a completion status into the last Dword in
thisarea. Software should check this Dword before processing the counters. A value of A005h
indicates the Dump Statistical Counters command has completed. A value of A0O7h indicates
the Dump and Reset Statistical Counters command has completed.

There should be no interrupts from the device after the completion of this operation. Also, no
changesin the CU status or RU status fields should result after operation completion.

PORT Interface

Port Register Location

Bits 31:16 (Upper Word) Bits 15:0 (Lower Word) Offset
SCB Command Word SCB Status Word Base + Oh
SCB General Pointer Base + 4h
PORT Base + 8h

The Port interface allows software to perform certain control functions on the device. Unlike action
commands, port commands do not require access to the SCB. To initiate a port command, software
should write the appropriate Dword (described below) to the Port register (offset 08h) in the CSR.
Port commands automatically generate an internal selective or complete software reset, depending
on the command. The Dword written as part of a Port command should include:

¢ 16-byte aligned address value on the AD31:AD4 data bus pins.
¢ Port function selection code on AD3:ADO
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6.3.3.1

6.3.3.2
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The port Dword may be written asa 32-bit entity, two 16-bit entities, or 4 8-bit entities. In the latter
case, the device accepts only the port command after the high byte (offset Bh) is written; therefore,
the high byte should be written last. Four different port commands are supported in the 82557 and
82558 devices. The 82559 and later generation controllers support an additional command, Dump
Wake-up.

Port Selection Function

Function Pointer Field (Bits 31:4) Opcode (Bits 3:0)
Software Reset Don't care 0000
Self-test Self-test results pointer (16 byte alignment) 0001
Selective Reset Don't care 0010
Dump Dump area pointer (16 byte alignment) 0011
Dump Wake-up Dump area pointer (16 byte alignment) 0111

PORT Software Reset

The Port Software Reset is synonymous with the software reset and is used to issue a complete
reset to the device. Software must wait for ten system clocks and five transmit clocks before
accessing the SCB registers again. (This may be a conservative 10 ps delay loop in software.) A
software reset clearsthe device CSR and the PCl master block internal registers. It also requiresthe
device to be completely re-initialized.

PORT Self-test

The controller self-test begins by issuing an internal selective reset and running a general internal
self-test of the device. The self-test function can be used to test the device micromachine
functionality, internal registers and internal ROM. After the self-test is completed, the results are
written to memory. The device provides the results of the self-test at the address specified by the
self-test port command. The format of the self-test resultsis shown in Figure 11. The self-test
command checks the following blocks:

* ROM. The contents of the entire ROM are sequentially read into a Linear Feedback Shift
Register (LFSR). The LFSR compresses the dataand produces a signature unique to one set of
data. The results of the LFSR are then compared to a known good ROM signature. The pass or
fail result and the LFSR contents are written into the address specified by the self-test port
command.

¢ Parallel Registers. The micromachine performswrite and read operations to al interna
parallel registers and checks the contents for proper values. The pass or fail result isthen
written into the address specified by the self-test port command.

¢ Diagnose: The micromachine issues an internal diagnose command to the seria subsystem.
The pass or fail result of the diagnose command is written into the address specified by the
self-test port command.

Figure 11. Self-Test Results Format

Odd Word Even Word

31 16 |15 0

CROM Content Signature

00 00 0O 00O 0O 0O 0O o00O |OO O0Ss 00 00O 00O DO MR OO
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Table 19.

where
S (bit 12) General Self Test result: 0 = pass, 1 = fail
D (bit 5) Diagnose result: 0 = pass, 1 = fail
M (bit 3) Register result: 0 = pass, 1 = fail
R (bit 2) ROM Content result: 0 = pass, 1 = fail

After completing the self-test and writing the results to memory, the device executes a full internal
reset and re-initializes to the default configuration.

The self-test does not generate an interrupt or similar indicator to the host CPU upon completion.

Port Selective Reset

The Port Selective Reset is useful when only the device needs to be reset and all configuration
parameters need to be maintained. The selective reset puts the CU and RU to the idle state but
maintains the current configuration parameters. The selective reset maintains RU and CU base,
HDS, error counters, configuration information, and individual and multicast addresses. Asin a
Port software reset, software must wait for ten system clocks and five transmit clocks before
accessing the device (approximately 10 ps in software).

Port Dump

The Dump function writes dumped data to the specified location by the Dump Area Pointer. Itis
useful for troubleshooting “No Response” problems. If the deviceisin ano response state, the Port
Dump operation can be executed to obtain internal device information without disturbing the rest
of the system. When the Port Dump command is completed, it writes a DWORD with the value
A006h at the end of the Dump space (Dword 149). The Dump command results format is discussed
in Section 6.4.2.7, “Dump (110b)”.

PORT Dump Wake-up

The Port Dump Wake-Up command is only available on the 82559 and later generation controllers.
It is not available on the 82558 or 82557.

After a Port Dump Wake-up command, the 82559 writes the stored data of the wake-up packet to

the host memory starting at the address specified in the pointer field. The Dump Wake-up data
structure is shown below:

Dump Wake-up Data Structure

Dword Offset D31 DO
0 Reserved Status Word (A00Oh)
1 Reserved Byte Count
2:n Wake-up Packet

The 82559 executes the following sequence &fter it receives a Port Dump Wake-up command:

1. Writesthe byte count field at Dword 1. Thisfield contains the actual number of bytes posted in
the host memory. A value of FFh indicates that the wake-up packet length exceeded the 120
bytes. In this case, only the first 120 bytes are posted.

2. Writes the Wake-up packet data starting at Dword 2.
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3. Writes a status word composed of the Complete OK bits (equals AO0Oh at Dword 0). Prior to
the Dump Wake up packet command, the driver should initialize the statusword to 0. After the
Dump Wake-up packet command, it should poll the status word for a completion status.

EEPROM Control Register

The EEPROM control register is a 32-bit entity at offset OCh of the CSR space. They are used to
read from and enable writes to an external EEPROM component.

EEPROM Control Register Locations

Upper Word (D31:D16) Lower Word (D15:D0) Offset
SCB Command Word SCB Status Word Base + Oh
SCB General Pointer Base + 4h
PORT Base + 8h
EEPROM Control Register Reserved Base + Ch

The serial EEPROM or equivalent integrated circuit (1C) stores configuration data for the
controller and the adapter. The EEPROM is a serial in and seria out device. Seriadl EEPROMs
range in size from 16 to 256 registers of 16 bits per register. All accesses, read or write, are
preceded by a command instruction to the device. The command instructions begin with alogical 1
as the start bit, two opcode bits (indicating read, write, erase, etc.), and n-bits of address. The
addressfield varies with the size of the EEPROM and is 6 bitsfor a64 register EEPROM and 8 bits
for a 256 register device. The end of the address field is indicated by a dummy 0 bit from the
EEPROM, which indicates the entire address field has been transferred to the device. A command
isissued by asserting the chip select signal and clocking the datainto the EEPROM on its data
input pin relative to the serial clock input. The chip select signal is de-asserted after the completion
of the EEPROM cycle (command, address and data).

CPU Accesses to the EEPROM

The EEPROM access port is shown below. Thisregister is located at offset OEh in the device
Control register block. The CPU directly manipulates these bits to read to or write from the
EEPROM. There should be no other local bus activity at thistime.

Figure 12. EEPROM Control Register

Table 21.

23 22 21 20 19 18 17 16
‘ X ‘ X ‘ X ‘ X ‘EEDO‘EEDI‘EECS‘EESK‘

EEPROM Control Register Bits Definitions

Bit Symbol Description

23:20 Reserved.

Serial Data Out. This bit contains the value read from the EEPROM when

19 EEDO performing a read operation on the EEPROM.
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Table 21. EEPROM Control Register Bits Definitions

Serial Data In. The value of this bit is written to the EEPROM when performing

18 EEDI write operations.

Chip Select. Setting this bit to 1 enables the EEPROM. Setting the bit to 0 disables
17 EECS the EEPROM. This bit must be set to 0 for a minimum of 1 us between consecutive
instruction cycles.

Serial Clock. Setting this bit to 1 drives the serial clock line to the EEPROM high.
Setting this bit to 0 drives the serial clock line low. Toggling this bit high and then low
clocks data in or out of the EEPROM. The serial EEPROM specifies a minimum
clock period of 4 ps. The minimum period that the clock can be high or low is 1 ps. If
the clock is driven high for only 1 ps, then it must followed by a low period of 3 ps to
meet the minimum clock frequency specification.

16 EESK

Table 22. EEPROM Opcode Summary (64-register EEPROM)

Instruction gti?rt Opcode | Address Data Comments

Read 1 10 AsA4A3ALA1 A Read register AgA4A3A2A1Ag
Write 1 01 AgA4A3ALA1A) D1:DO Write register AgAzA3A2A1Aq
Erase 1 1 AsA4A3ALA1 A Erase register AgAzA3A2A1A)
EWEN 1 00 11xxxx Erase/write enable

EWDS 1 00 00xxxX Erase/write disable

ERAL 1 00 10xxxX Erase all registers

WRAL 1 00 01XXXX D15:D0 Write all registers

6.3.4.2 Software Determination of EEPROM Size

To determine the size of the EEPROM, software may use the following steps.
Note: This algorithm will only work if the EEPROM drives adummy zero to EEDO after receiving the
complete address field.
1. Activate the EEPROM by writing a1 to the EECS bit.

2. Write theread opcode, including the start bit (110b), one bit at a time starting with the most
significant bit (1):

a. Write the opcode bit to the EEDI bit.

b. Writealto EESK hit and wait the minimum SK high time.
c. Writea0to EESK hit and wait the minimum SK low time.
d. Repeat steps 2.athrough 2.c for the next two opcode bits.

3. Writethe addressfield, onebit at atime, keeping track of the number of bits shifted in, starting
with the most significant bit.

a Write the address bit to the EEDI bit.

b. Writealtothe EESK bit and wait the minimum SK high time.
c. Writea 0 to the EESK bit and wait the minimum SK low time.
d. Read the EEDO bit, looking for the dummy O bit.
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e. Repeat steps 3.athrough 3.d until the EEDO bit equals 0. The number of loop iterations
performed is the number of bits in the address field.

4. Read a 16-bit word from the EEPROM one bit at atime, starting with the most significant bit,
to complete the transaction (but discard the output).

a Writeal to the EESK bit then wait the minimum SK high time.
b. Read adata bit from the EEDO bhit.

c. Write a0 to the EESK bit then wait the minimum SK low time.
d. Repeat steps 4.athrough 4.c an additional 15 times.

e. De-activate the EEPROM by writing a 0 to the EECS bit.

Software Read Access from the EEPROM

To read from the EEPROM, software is required to perform the following steps. The exampleisa
read from address 02h (0000 0010b).

Since the address field iswritten most significant bit first, software must know the address field
size prior to starting aread or write access.
1. Activate the EEPROM by writing a 1 to the EECS bit.

2. Write the read opcode, including the start bit (110b), one bit at atime, starting with the most
significant bit (1):

a. Write the opcode bit to the EEDI bit.
b. Writeal to EESK bit then wait the minimum SK high time.
c. Writea0 to EESK bit then wait the minimum SK low time.
d. Repeat steps 2.athrough 2.c for the next two opcode bits.
3. Write the addressfield, one bit at atime, starting with the most significant bit.
a Write the address bit to the EEDI bit.
b. Writeal to EESK bit then wait the minimum SK high time.
c. Writea0 to EESK bit then wait the minimum SK low time.
d. Read the EEDO bit (looking for the dummy O bit).

e. Repeat steps 3.athrough 3.d until the EEDO bit equals O, indicating that the addressfield
has been compl etely written.

4. Read a 16-bit word from the EEPROM, one hit at atime, starting with the most significant bit.
a Writeal to the EESK bit then wait the minimum SK high time.
b. Read adata bit from the EEDO bhit.
c. Write a0 to the EESK bit then wait the minimum SK low time.
d. Repeat steps 4.athrough 4.d an additiona 15 times.
5. De-activate the EEPROM by writing a 0 to the EECS bit.
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Figure 13. EEPROM Read Timing Diagram

6.3.4.4
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Software Write Access to the EEPROM

Write access to the EEPROM s similar to the read access outlined above, with the differences of a
write opcode and step 4:

1.
2.

Activate the EEPROM by writing a1 to the EECS hit.

Write the read opcode, including the start bit (110b), one bit at atime, starting with the most
significant bit (1):

a. Write the opcode bit to the EEDI bit.

b. Writealto EESK hit then wait the minimum SK high time.
c. Writea0to EESK hit then wait the minimum SK low time.
d. Repeat steps 2.athrough 2.c for the next two opcode bits.

. Write the address field, one bit at atime, starting with the most significant bit.

a Write the address bit to the EEDI bit.

b. Writealto EESK hit then wait the minimum SK high time.
c. Writea0to EESK hit then wait the minimum SK low time.
d. Read the EEDO bit (looking for the dummy O bit).

e. Repeat steps 3.athrough 3.d until the EEDO bit equals O, indicating that the address field
has been compl etely written.

. Write a 16-bit word to the EEPROM, one bit at atime, starting with the most significant bit

(write adata bit to the EEDI bit):
a Writealtothe EESK bit then wait the minimum SK high time.
b. Writea0 to the EESK bit then wait the minimum SK low time.
c. Repeat steps4.athrough 4.c an additional 15 times.

. De-activate the EEPROM by writing a 0 to the EECS bit.
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Table 23.

Table 24.

6.3.5.1

Host Software Interface

Management Data Interface Control Register

The Management Data Interface (MDI) Control register isa 32-bit entity at offset 10h of the CSR.
The MDI Control register is used to read and write bits from the management data Interface. More
details regarding the MDI can be found in Section 7.1, “ Management Data Interface (MDI)” and
Section 8.1.2, “ PHY Detection and Initialization” .

MDI Control Register Location

Upper Word (D31:D16) Lower Word (D15:DO0) Offset
SCB Command Word SCB Status Word Base + Oh
SCB General Pointer Base + 4h
PORT Base + 8h
EEPROM Control Register Reserved Base + Ch
MDI Control Register Base + 10h

The M1 Management Interface allows software to have direct control over aMII compatible PHY
through a control register in the device. Thisallowsthe driver softwareto placethe PHY in specific
modes such as full duplex, loopback, power down, etc., without the need for specific hardware pins
to select the desired mode. This register, called the MDI Control register, resides at offset 10h in
the Control register block. The CPU writes commands to this register and the Ethernet controller
reads or writes control and status parameters to the PHY device through a seria, bi-directional data
pin called Management Data Input/Output (MDIO). These serial datatransfers are clocked by the
management data clock output from the LAN controller.

Management Data Pins

Symbol Type Name and Function

Management Data Input/Output. MDIO is a bi-directional signal between the device
and an MIl compatible PHY. It is used to transfer control information and status
between the device and the PHY. Control information is driven by the Ethernet

MDIO In/Out controller on the MDIO pin synchronously to MDC and sampled synchronously by the
PHY. Status information is driven synchronously by the PHY and sampled
synchronously by the LAN controller.

Management Data Clock. MDC provides the timing reference for transfer of control

MDC Out information and status on the MDIO signal. The frequency of this clock is up to

2.5 MHz.

MDI Control Register

The MDI register may be written as a 32-bit entity, two 16-bit entities, or four 8-bit entities. When
writing to the MDI register using word or byte access, the data is latched only on the write to the
most significant byte of the register, which islocated at offset 13h. Thus, the high byte should be
written last.
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Table 25. MDI Control Register Bits

Bits Field Description

31:30 Reserved | Reserved. This field is reserved and returns 0.

Interrupt Enable. When this bit is set to 1 by software, it causes the device to assert

29 IE an interrupt indicating the end of an MDI cycle.

Ready. setto 1 by the device at the end of MDI transaction (i.e., indicates a Read or
28 R Write has been completed. It should be reset to 0 by software at the same time the
command is written.

Opcode. For an MDI write, the opcode equals 01b, and for MDI read, 10b. 00b and

21:26 Opcode 11b are reserved and should not be used.
25:21 PHYAdd PHY Address.
20:16 RegAdd PHY Register Address.

NOTE: This value equals 1 for Intel PRO/100B TX and T4 adapters.

Data. In a write command, software places the data bits here and the device shifts
15:0 Data them out to the PHY. In aread command the device reads these bits serially from the
PHY and software can read them from this location.

6.3.5.2 MDI Write cycle

The sequence of events for aMDI write cycleis:
1. The CPU performs a PCI write cycle to the MDI register with:

a. Ready (bit28) =0
b. Interrupt Enable (bit29) =1o0r 0
c. Opcode (bits 27:26) = 01b (write)
d. PHYAdd = the PHY address from the MDI register
e. RegAdd = the register address of the specific register to be accessed (0 through 31)
f. Data= datato be written to the specified PHY register

2. The LAN controller shifts the following sequence out of the MDIO pin:
<PREAMBLE><01><01><PHYADD><REGADD><10><DATA><IDLE>

3. The LAN controller asserts an interrupt indicating MDI is finished if the Interrupt Enable bit
was Set.

4. The LAN Controller setsthe Ready bit in the MDI register to indicate step 2 has been
compl eted.

5. The CPU may issue anew MDI command.

6.3.5.3 MDI Read cycle

The sequence of events for aMDI read cycleis:
1. The CPU performs a PCI write cycle to the MDI register with:
a. Ready (bit28) =0
b. Interrupt Enable (bit29) =1o0r 0
¢. Opcode (bits 27:26) = 10b (read)
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Note:

Table 26.
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d. PHYAdd = the PHY address from the MDI register
e. RegAdd = the register address of the specific register to be accessed (0 through 31)

2. The LAN controller shifts the following sequence out of the MDIO pin:
<PREAMBLE><01><10><PHYADD><REGADD><Z>
where Z = the LAN controller tri-stating the MDIO pin

3. The PHY shiftsthe following sequence out of the MDIO pin:
<0><DATA><IDLE>

4. The LAN controller discards the leading bit and places the following 16 data bitsin the MDI
register.

5. The LAN Controller asserts an interrupt indicating MDI has completed if the Interrupt Enable
bit was set.

6. The LAN controller setsthe Ready bit in the MDI register indicating the read is complete.
7. The CPU may read the data from the MDI register and issue a new MDI command.

Receive Byte Count Register

The early receive interrupt Receive Byte Count (RXBC) register isthe 32-bit entity at offset 14h of
the CSR. Thisread only register reflects the value of the internal receive DMA byte count register.

Unless the software uses avery complicated early receive interrupt scheme, which requires the use
of header RDFs, this register is of no value to software. Such a scheme could be used by software
to increase performance by decreasing NOS receive latencies. However, most software early
interrupt schemes would increase CPU utilization and software complexity. Thus, use of this
register is not recommended.

Receive Byte Count Register Location

Upper Word (D31:D16) Lower Word (D15:DO0) Offset
SCB Command Word SCB Status Word Base + Oh
SCB General Pointer Base + 4h
PORT Base + 8h
EEPROM Control Register Reserved Base + Ch
MDI Control Register Base + 10h
Early Receive Interrupt Receive Byte Count Register Base + 14h

Bits 13:11 of thisregister are reserved and should equal 0. Bits 10:3 contain the receive DMA byte
count. Bits 2:0 are hard wired to 0, giving an 8-byte granul arity.

The RXBC register isfirst initialized to the size of the next receive data buffer. This data buffer
size could equal the HDS size (if header RFDs are used) or the RFD buffer size. When aframeis
received over the wire and passed to memory by the receive DMA, the register decrements until it
reaches zero. At this point the register is set to the size of the next receive data buffer (HDS or
RFD), and thereceive DMA isrestarted.
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6.3.7
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Note:

Table 27.

Early Receive Interrupt

For operating systemswith an increased interrupt latencies, the Early Receive Interrupt feature can
be used to mask some of the latency. However, for Linux or Unix operating systems, the Early
Receive Interrupt does not provide any benefit since these operating systems have little interrupt
latencies. Thus, thereis essentially no use for this feature in Linux or Unix operating systems.

The Early Receive Interrupt register is an 8-bit field at offset 18h of the CSR. This register is not

present on the 82557. It is used for configuring the device to assert an additional receive interrupt
before the entire packet has been received and deposited into host memory.

Early Receive Interrupt Register Location

Upper Word (D31:D16) Lower Word (D15:DO0) Offset
SCB Command Word SCB Status Word Base + Oh
SCB General Pointer Base + 4h
PORT Base + 8h
EEPROM Control Register ‘ Reserved Base + Ch
MDI Control Register Base + 10h
Early Receive Interrupt Receive Byte Count Register Base + 14h
PMDR ‘ FC Xon/Xoff ‘ FC Threshold Early Rx Int Base + 18h

When operating with the Early Receive Interrupt scheme, the device generates an early interrupt
depending on the length of the frame. When aframe isreceived, the controller looks at the Type/
Length field (byte 13 and 14) of the received frame. If the Type/Length field contains avalid length
value (0 < Type/Length < 1500), the device generates an early interrupt approximately X quad-
words before the end of the frame. If the Type/Length field contains a Type value, the device does
not generate an early interrupt, except in the case where the Type vaue is 8137h (IPX) or 0800h
(IP) and the device is configured to generate early interrupts on IPX or IP frames. In these two
cases, it is known that the actual frame length is defined in bytes 17 and 18.

The early receive interrupt value X, in 8 bytes resolution, is programmed into the Early Rx Int
register at address 18h in the device’'s CSR. When this valueis all zeros no early interrupt is
generated. The Early interrupt isindicated by the ER bit in the SCB. and the assertion of INTA#. X
should be determined by the driver as a function of theinterrupt latency, PCI speed, etc.

The device a so generates an interrupt at the end of the frame that will assure that no frameiis
missed (in case of arace condition), but isin most casesignored by software (the interrupt is either
already asserted or masked since the driver isin the Interrupt Handler).

The following list describes special casesfor early receive interrupt assertion:

* If the programmed vaueislarger than the frame length, the device assertsthe interrupt when it
is ready to post the length field into memory.

* Short and overrun frames that contain less than the length minus the programmed value do not
generate an early interrupt.

* Thedevice does reclaim the RFD used by aframe that caused an early interrupt if thisframeis
an error frame and the device is configured to discard bad frames. Thisimplies that the
assertion of an ER interrupt does not guarantee that this frame will also generate an FR
interrupt (in other words, the driver should not poll for the end of frameiif it isnot set). If the
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deviceis configured to SBF no RFD is reclaimed and the driver may safely assume that an FR
interrupt and RFD status will follow the ER interrupt.

* The ER interrupt mechanism operates only if the device does not discard the incoming frames.
Therefore, the device does not generate ER interrupts before the RU is started. The device also
may not assert the ER interrupt for frames that exceed the all ocated buffer space and are being
discarded.

¢ Whenthe ER interrupt mechanism isfirst activated, it may not generate an ER interrupt for the
first frame. An FR interrupt is generated if the RU is ready.

6.3.8 Flow Control Register
Theflow control register isa 16-bit field at offset 18h (bits 23:8) of the CSR. Thisregister does not
exits on the 82557. It reflects flow control status information and contains some control bits that
allow software to alter the flow control configuration parameters of the device.

Table 28. Flow Control Registers Location

Upper Word (D31:D16) Lower Word (D15:DO0) Offset
SCB Command Word SCB Status Word Base + Oh
SCB General Pointer Base + 4h
PORT Base + 8h
EEPROM Control Register ‘ Reserved Base + Ch
MDI Control Register Base + 10h
Early Receive Interrupt Receive Byte Count Register Base + 14h
PMDR FC Xon/Xoff ‘ FC Threshold Early Rx Int Base + 18h

* Bits23:21 - Reserved. These bits are reserved.

¢ Bit 20 - FC Paused Low. Thisread only bit isan indication of the device flow control state.
It isset by the device when it receives a pause low command with a value greater than zero and
cleared when the flow control timer reaches zero or a pause frame is received.

* Bit 19- FC Paused. Thisread only bit isan indication of the device flow control state. Itis
set by the device when it receives a pause command with avalue greater than zero and cleared
when the flow control timer reaches zero.

* Bit 18 - FC Full. Thisread only bit indicates device flow control state. It is set by the device
when it sends a pause command regardless of its cause (either due to the FIFO reaching the
flow control threshold or due to the device fetching an RFD with its FCP bit set or due to
writing into the Xoff bit). The bit is cleared by the device when it exits the above mentioned
state.

* Bit 17 - Xoff. Writing 1 to this bit forces the X off request to 1. This causes the device to
behave asif the FIFO extender isfull. The Xoff request is cleared by writing 1 to the Xon bit
(bit 16). Reading this bit returns 1 after it was set and O after the Xon bit was set. This bit
returns 1 after an X off request was generated through the RFD Xoff bit until the Xon bit is set.

¢ Bit 16 - Xon. Writing 1 to thisbit resets the X off request to the device. The X off request can
become active through the RFD Xoff bit or if the driver writes 1 to the Xoff bit (bit 17).
Reading this bit returns 0.

¢ Bits15:11 - Reserved. These bits are reserved.
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* Bits10:8- FC Threshold. The 82558 or |ater generation controller is capable of generating a
flow control pause frame when its receive FIFO isamost full. This three-bit field determines
the number of bytes Ieft in the receive FIFO when the pause frame is generated. The trade-off
occurs between a higher degree of data integrity (high flow control threshold value) or high
performance (low flow control threshold value).

Table 29. Flow Control Threshold Values

FC TH Value Fl(n: rTel-é((afirveee'g)'/:tg)s Comment
000 0.5 Kbyte Fast system (recommended default).
001 1 Kbyte
010 1.25 Kbyte
011 1.5 Kbyte
100 1.75 Kbyte
101 2 Kbyte
110 2.25 Kbyte
111 2.5 Kbyte Slow system.
6.3.9 Power Management Driver Register

The Power Management Driver Register (PMDR) provides an indication of power management
events. It isan 8-bit field located at offset 18h of the CSR. Thisregister isonly present in the 82558
and later generation controllers and is not valid on the 82557.

Table 30. Power Management Driver Register Location

Upper Word (D31:D16) Lower Word (D15:DO0) Offset
SCB Command Word SCB Status Word Base + Oh
SCB General Pointer Base + 4h
PORT Base + 8h
EEPROM Control Register ‘ Reserved Base + Ch
MDI Control Register Base + 10h
Early Receive Interrupt Receive Byte Count Register Base + 14h
PMDR FC Xon/Xoff ‘ FC Threshold Early Rx Int Base + 18h

The PMDR hasevolved over timein the various Intel Fast Ethernet controllers. The PMDR bitsfor
the 82558 and 82559 are described below.
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Note: Not al bitsare meaningful in the different generations of devices.

Table 31. Power Management Driver Register

Bits Operation | Default | Description
Valid for 82559 only.

Read/ . N . T

31 Clear 0 Link Status Change Indication. The link status change bit indicates
change in the link status. Writing a 1 to this bit will clear it.

Valid for 82559 (not 82559ER) only.
30 Read/ 0 Magic Packet. This bit is set when a Magic Packet is received regardless
Clear of the Magic Packet Wake-up disable bit in the configuration command
and the PME enable bit in the PMCSR. Writing a 1 to this bit will clear it.
Valid for 82559 only.
29 Read/ 0 Interesting Packet. This bit is set when an interesting packet is received.
Clear The interesting packet is defined by the 82559 packet filters. Writing a 1 to
this bit will clear it.
28 Read Only | O Reserved.
Valid for 82558 B-step only.

27 Read Write | 0 TCO Ready. When this bit is set (by the driver), the TCO ready signal on
the TCO interface is active signaling the TCO controller that the 82558 is
idle and ready for a TCO cycle.

Valid for 82558 B-step and 82559 only.

26 Read Only |0 S
Force TCO Indication.

Valid for 82558 B-step and 82559 only.

25 Read Only | 0 TCO Request. This bit is set to 1 when the 82559 is busy receiving
packets for or transmitting packets from the TCO controller.

Read/ Valid for the 82558 and 82559.
Clear PME Status. This bit is reflects the PME status bit in the PMCSR. It is set

24 (No clear 0 upon a wake-up event, independent of the PME enable bit. Writing a 1 to

on 82559) this bit clears it. It also clears the PME status bit in the PMCSR and the
PME# signal. Writing a 0 has no effect on the 82558.

For the 82559, PMDR isinitialized at alternate reset only and not at PCI reset (unless a PCI reset
occurs with an alternate reset).

6.3.10 General Control Register

The General Control register provides control over some general purpose features in the 82559. It
isan 8-hit field at offset 1Ch of the CSR. Thisregister isonly present in the 82559 and later
generation controllers and is not valid for the 82558 or 82557.

Table 32. General Control Register Location

Upper Word (D31:D16) Lower Word (D15:DO0) Offset
SCB Command Word SCB Status Word Base + Oh
SCB General Pointer Base + 4h
PORT Base + 8h
EEPROM Control Register Reserved Base + Ch
MDI Control Register Base + 10h

55



Host Software Interface I n

Table 32. General Control Register Location

Upper Word (D31:D16) Lower Word (D15:D0) Offset
Early Receive Interrupt Receive Byte Count Register Base + 14h
PMDR FC Xon/Xoff FC Threshold Early Rx Int Base + 18h
Reserved General Status General Control Base + 1Ch

Table 33. General Control Register

Default

Bits Operation PCI Reset Description

7:2 R 0 Reserved.
Deep Power Down on Link Down. When this bit is 1, the 82559 may
enter a deep power down state (sub 7 mA) in the D2 and D3 power

1 R/W 0 states while the link is down. At this state, the 82559 does not maintain
link integrity. It is not supported for point to point connection of two end
stations.

Clockrun Disable. When this bit is 1, the 82559 always requests the PCI
0 R/W 0 CLK. This mode can be used to overcome potential receive overruns
caused by a very long system CLKRUN latency.

6.3.11 General Status Register

The General Status register provides some basic statusinformation in the 82559. It isan 8-bit entity
at offset 1Dh of the CSR. Thisregister isonly present in the 82559 and is not valid for the 82558 or

82557.
Table 34. General Status Register Location
Upper Word (D31:D16) Lower Word (D15:D0) Offset
SCB Command Word SCB Status Word Base + Oh
SCB General Pointer Base + 4h
PORT Base + 8h
EEPROM Control Register Reserved Base + Ch
MDI Control Register Base + 10h
Early Receive Interrupt Receive Byte Count Register Base + 14h
PMDR FC Xon/Xoff FC Threshold Early Rx Int Base + 18h
Reserved General Status General Control Base + 1Ch
Table 35. General Status Register
Bits Operation | Default Description
7:3 R 0 Reserved.
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Table 35. General Status Register

6.4

6.4.1

Bits Operation | Default Description

HDX / FDX. This bit indicates duplex mode: 0 = half duplex (HDX) and 1

2 R = full duplex (FDX).

1 R 10 /100 Mbps. This bit indicates the wire speed: 0 = 10 Mbps and 1 =
100 Mbps.

0 R Link Status Indication. This bit indicates the status of the link: 0 = link

down and 1 = link up.

Shared Memory Structures

The 8255x shared memory structures consist of the Command Block List (CBL) and the Receive
Frame Area (RFA) and are controlled by the SCB portion of the CSR. The SCB isinternal to the
device while the CBL and RFA reside in main system memory.

Action Commands and Operating Modes

In addition to SCB control commands, the device can be controlled with action commands. This
section lists al the action commands that can be a part of the CBL. Each command contains a
command field, status and control fields, alink to the next action command, and command specific
parameters. There are three basic types of action commands: device configuration and setup,
transmission, and diagnostics. Alignment requirements are detailed in Table 10, “ Alignment
Requirements for 8255x Data Structures”.

Table 36. Operation Codes

Opcode | Name Description

This command results in no action by the device other than the normal
000 NOP command processing such as fetching the command and decoding the
command field.

Individual This command is used to load the device unique address. The unique address is

001 Address Setup | contained in the parameter field of the command.

The configure command is used to load the device with its operating
parameters. Upon reset, the device initializes to the IEEE 802.3 based

010 Configure parameters, with the exception of choosing either the PHY interface mode (for
example, MII). If the user wishes to use any other values, the configure
command is used.

This command allows the programmer to setup one or more multicast or

011 X'é' ét;gzzts otu multiple individual addresses in the device. These addresses are located in the
P parameter field of the command.
100 Transmit One transmit command is used to send a single frame. If more than one frame
needs to be sent, the host CPU can link multiple transmit commands together.
. This command downloads microcode to the device.
101 Load Microcode

Note: Documentation for microcode is beyond the scope of this manual.

This command causes the device to dump its internal registers into memory.
110 Dump The registers included are those loaded by the configure and address setup
commands, plus status and other internal working registers.

The diagnose command puts the device CSMA/CD subsystem through a self-

m Diagnose test procedure and reports the result of the internal test.
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6.4.1.1

General Action Command Format

The format common to all action commands and the algorithms for beginning and completing the
execution (also common to all action commands) is described below.

The general format of the Command Block (CB) includes the following fields:

Figure 14. General Action Command Format

6.4.1.1.1

6.4.1.1.2
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Offset Command Word Bits 31:16 Status Word Bits 15:0
00h EL [s [1 [oooooooooo [emp [ [x [ oK [ oooxxooooxx
04h Link Offset
08h Optional Address and Data Fields

Beginning Execution

An action command can be started by either the CU start or CU resume control command.
Otherwise, it may follow a previous action command. However, the actual command start may be
delayed by RU activity.

The following sequence is performed by the CU at the beginning of execution of each action
command:

1. The devicereads 4 Dwords of the CB in one continuous PCI burst (if possible).

2. The device analyzes the contents of the command word to determine the necessary action.
3. Thedevice reads and analyzes the link offset of the next CB and savesit.
4

. The device performs specific actions according to the action command specified in the current
command field.

If the commands are chained, the CU prefetches the next command block by accessing the address
specified in thelink offset field of the current CB. The device reads, analyzes, and savesthe
command word of the next CB (the following fields are saved for later use: EL, S, | and CMD).

Completing Execution

Command compl etion time is asynchronous to the beginning of the command. It is determined by
the command type, RU activity, CU control commands, bus latency, etc. The CU isawaysin the
active state at thistime. The EL, S, and | bits determine the next actions.

The following sequence is performed by the CU at the completion of execution of an action
command:

1. Thedeviceswritescommand specific statusto the status word of the current CB (usualy the C
and OK bits are written to). If the command is a transmit command, the C and OK bitsare
updated when the last transmit buffer DMA has completed, not after the actual transfer of the
frame on the serial link. This allows the transmit buffer resources to be returned as soon as the
datais copied into the device interna transmit FIFO instead of waiting for actual transmission
on the wire. Transmit statusis kept in the transmit statistical counters of the device.

2. If thel bit is set, the device sets arequest for the CX interrupt.

3. If the EL hit is set, after completion of the command the CU becomesidle. If the S hit is set,
the CU becomes suspended. Otherwise, the CU requests the beginning of the next action
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command. A transition from an active to suspended state also generates a CNA interrupt if the
deviceis configured to do so.

4. The device updates the status word in the SCB. (In step 1, the transmit command statusis
actually set at the end of transmit DMA, not at the completion of the actual transmit
command.)

6.4.2 Specific Action Commands

6.4.2.1 NOP (000b)
This command resultsin no action by the device except for those performed in the normal
command processing. It is used to manipulate the CBL. The NOP command format is shown
below.

Figure 15. NOP Command Format

Offset Command Word Bits 31:16 Status Word Bits 15:0
00h EL ‘ s ‘ ! ‘ 0000000000 | 000 c ‘ X ‘ oK ‘ XXXXXXXXXXXXX
04h Link Address (A31:A0)
Link Address This is the 32-bit address of the next command block. It is added to the CU base to

obtain the actual address.

EL (Bit 31) If this bit is set to one, it indicates that this command block is the last one on the CBL.
The CU will go from the active to the idle state after the execution of the CB is finished.
This transition will always cause an interrupt with the CNA/CI bit set in the SCB.

S (Bit 30) If this bit is set to one, the CU will be suspended after the completion of this CB. A CNA
interrupt will be generated if the device is configured for this. The CU transitions from the
active to the suspended state after the execution of the CB.

I (Bit 29) If the | bit is set to one, the device generates an interrupt after the execution of the CB is
finished. If | is not set to one, the CX interrupt will not be generated.

Bits 28:19 These bits are reserved and should all be set to 0.

CMD (Bits 18:16)  This is the NOP command, which has a value of 000b.

C (Bit 15) This bit indicates the execution status of the command. Software should reset this bit
before issuing the command to the device. Following a command completion, the device
sets it to one.

NOTE: The difference in the definition of the C bit for the transmit command
(Section 6.4.2.5).

OK (Bit 13) The OK bit indicates that the command was executed without error. If it equals one, no
error occurred (command executed OK). If the OK bit is zero and the C bit is set, then an
error occurred.

NOTE: The difference in the definition of the C bit for the transmit command
(Section 6.4.2.5).

After reading the command and determining it isa NOP, the device CU performs the following
sequence:

1. Begins execution of the NOP action command.

2. Prepares the status word with C equal to 1 and OK equd to 1.

3. Completes the NOP action command.
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6.4.2.2 Individual Address Setup (001b)

This command is used to load the device with the individual address. This address is used by the
device for inserting the source address during transmission and recognizing the destination address

during reception.

After afull reset and prior to individual address setup command execution, the

device assumes the broadcast address (FF FF FF FF FF FFh) is the individual addressin all

respects.

This address loaded into the deviceis used as the individual address match reference. It will also be
used as the source address of atransmitted frame (if the no source address insertion bit equals 0).

Figure 16. Individual Address Setup Command Format

Offset Command Word Bits 31:16 Status Word Bits 15:0
00h EL ‘ s ‘ | ‘ 0000000000 | 001 c ‘ X ‘ oK ‘ XXXXXXXXHXXXXX
04h Link Address (A31:A0)
08h IA 4th Byte, IA 3rd Byte IA 2nd Byte, IA 1st Byte
0Ch IA 6th Byte, IA 5th Byte

Link Address

EL (Bit 31)

S (Bit 30)

I (Bit 29)

Bits 28:19
CMD (Bits 18:16)

C (Bit 15)

OK (Bit 13)

Individual
Address
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This is the 32-bit address of the next command block. It is added to the CU base to
obtain the actual address.

If this bit is set to one, it indicates that this command block is the last one on the CBL.
The CU will go from the active to the idle state after the execution of the CB is finished.
This transition will always cause an interrupt with the CNA/CI bit set in the SCB.

If this bit is set to one, the CU will be suspended after the completion of this CB. A CNA
interrupt will be generated if the device is configured for this. The CU transitions from the
active to the suspended state after the execution of the CB.

If the | bit is set to one, the device generates an interrupt after the execution of the CB is
finished. If | is not set to one, the CX interrupt will not be generated.

These bits are reserved and should all be set to 0.

This is the Individual Address Setup command, which has a value of 001b.

This bit indicates the execution status of the command. Software should reset this bit
before issuing the command to the device. Following a command completion, the device
sets it to one.
NOTE: The difference in the definition of the C bit for the transmit command

(Section 6.4.2.5).

The OK bit indicates that the command was executed without error. If it equals one, no
error occurred (command executed OK). If the OK bit is zero and the C bit is set, then an
error occurred.
NOTE: The difference in the definition of the C bit for the transmit command

(Section 6.4.2.5).

The individual address of the node is 6 bytes long. |A byte 1 corresponds to the first byte
of the address that is transmitted over the wire. For example, if the node address is 00
AA 00 01 02 03h, the bytes will be programmed as follows:

IA Byte 1 00h
IA Byte 2 AAh
IA Byte 3 00h
IA Byte 4 01h
IA Byte 5 02h
IA Byte 6 03h
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Theindividua addressis transferred by the transmit DMA through the transmit FIFO to the
execution machine in the CSMA/CD module. Therefore, it may take some time to execute. The
execution unit maintains a 48-bit individual address register used for source address insertion
during transmission and for destination address recognition during reception. A reset causes the
individual address register to be set to FF FF FF FF FF FFh.

After reading the command and determining whether it is an |A setup command, the device CU
performs the following sequence:

1. Begins execution of the |A setup action command.

2. Initiates the transmit DMA with the address of the first byte of the individual addressand a
byte count of 6.

Waits for the transmit byte machine to complete the internal update of the individual address
register.

4. Completesthe IA setup action command.

Configure (010b)

The configure command loads the device with its operating parameters. A maximum of 22
configuration bytes are supported. The first eight bytes are used by the CU, and the remaining
bytes are passed to the CSMA/CD unit through the transmit DMA. The minimum number of
configuration bytesis 8.

Parameters not configured automatically use default values. The only exception isthe PHY
interface configuration bit. For 82557 based adapters, this bit must be set to either a zero or one
before the 82557 will transmit or receive frames. For 82558 and later generation controllers, this
bit must be set to 1 before the device will send and receive.

Figure 17. Configure Command Format

Offset Command Word Bits 31:16 Status Word Bits 15:0
ooh EL ‘ s ‘ | ‘ 0000000000 | 010 Cc ‘ X ‘ oK ‘ XXXXXXXXXXXXX
04h Link Address (A31:A0)
08h Byte 3 Byte 2 Byte 1 Byte 0
0Ch Byte 7 Byte 6 Byte 5 Byte 4
10h Byte 11 Byte 10 Byte 9 Byte 8
14h Byte 15 Byte 14 Byte 13 Byte 12
18h Byte 19 Byte 18 Byte 17 Byte 16
1Ch 00 00 00 00 00 00 00 00 Byte 21 Byte 20

Theindividual bit fields of the configure command is another area where there are numerous
differences between the controllers (82557, 82558, 82559, etc.). Therefore, a complete
configuration map for each device will be presented below. Bit descriptions for the configuration
bits follow the configuration map.
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Table 37. 82557 Configuration Byte Map

Byte D7 D6 D5 D4 D3 D2 D1 DO
0 0 0 Byte Count
1 0 Transmit FIFO Limit Receive FIFO Limit
2 Adaptive Interframe Spacing
3 Reserved (must be set to 0)
4 0 Receive DMA Maximum Byte Count
DMBC . .
5 Enable Transmit DMA Maximum Byte Count
Discard
Save Bad Cl TNO
6 Overrun 1 1 1 Late SCB
Frames Receive Interrupt Interrupt
Discard
7 0 0 0 0 0 Underrun Retry Short
Receive
8 0 0 0 0 0 0 0 503/MlI
9 0 0 0 0 0 0 0 0
10 Loopback Preamble Length NSAI 1 1 0
11 0 0 0 0 0 Linear Priority
. L PRI
12 Interframe Spacing 0 0 0 MODE
13 0 0 0 0 0 0 0 0
14 1 1 1 1 0 0 1 0
CRS and Broadcast | Promis-
15 CDT L 0 0 L 0 Disable cuous
16 0 0 0 0 0 0 0 0
17 0 1 0 0 0 0 0 0
Receive
18 1 1 1 1 0 CRC Padding Stripping
Transfer
FDX Pin Force
19 Enable FDX 0 0 0 0 0 0
20 |o Multiple | 4 1 1 1 1 1
1A
21 |0 0 0 0 ulticast | 0 1
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Table 38. 82558 Configuration Byte Map

Byte D7 D6 D5 D4 D3 D2 D1 DO
0 0 0 Byte Count
1 0 Transmit FIFO Limit Receive FIFO Limit
2 Adaptive Interframe Spacing
Term
h Read Al Type MWI
3 0 0 0 0 \év['te on Enable Enable Enable
4 0 Receive DMA Minimum Byte Count
DMBC . .
5 Enable Transmit DMA Maximum Byte Count
6 Save Bad | Discard Ext. Stat. Ef;ﬁggﬁtd Cl 0 1 0
Frames Overruns | Count CB Interrupt
. Discard
Dynamic | 2 Frames
7 TBD in EIEO 0 0 0 Underrun Retry Short_
Receive
CSMA
8 Disable 0 0 0 0 0 0 1
MC Match | ARP Link VLAN
9 Wake-up | Wake-up | Wake-up ARP (0) 0 0 0 0
Enable Enable Enable
10 Loopback Preamble Length NSAI 1 1 0
11 0 0 0 0 0 0 0 0
12 Interframe Spacing 0 0 0 1
13 00000000 IP_address_Low
14 11110010 IP_address_High
15 CRS and 1 0 Ignore 1 Wait After | Broadcast | Promis-
CDT U/L Win Disable cuous
16 FC Delay Least Significant Byte
17 FC Delay Most Significant Byte
Long Receive
18 1 Priority FC Threshold Receive CRC Padding Stripping
OK Transfer
1A
. Receive Receive . Magic Address
19 | pulomatic | Force Reject FC | FC FC fansmt | packet | Match
Restart Restop Wake-up | Wake-up
Enable (0)
. Priority
20 |o Multiple | £ 1 1 1 1 1
1A .
Location
21 |o 0 0 0 ulticast 0 1

Note:  The shaded bits in the table above have different meaning for the 82558 B-step.
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Table 39. 82559 Configuration Byte Map

6.4.2.3.1

64

Byte D7 D6 D5 D4 D3 D2 D1 DO
0 0 0 Byte Count
1 0 Transmit FIFO Limit Receive FIFO Limit
2 Adaptive Interframe Spacing
Term
. Read Al Type MWI
3 0 0 0 0 \év['te on Enable Enable Enable
4 0 Receive DMA Minimum Byte Count
DMBC . .
5 Enable Transmit DMA Maximum Byte Count
6 Save Bad | Discard Ext. Stat. | Extended | Cl TCO 1 0
Frames Overruns | Count TXCB Interrupt Statistics
. Discard
Dynamic 2 Frames
7 TBD in FIFO 0 0 0 Underrun Retry Short_
Receive
CSMA
8 Disable 0 0 0 0 0 0 1
Link TCP/UDP
9 |o 0 Wake-up \T/ég’\‘ 0 0 0 Check-
Enable sum
10 Loopback Pre-amble Length NSAI 1 1 0
11 0 0 0 0 0 0 0 0
12 Interframe Spacing 0 0 0 1
13 (00000000)
14 (11110010)
15 CRS and 1 CRC16 Ignore 1 Wait After | Broadcast | Promis-
CDT 0) U/L Win Disable cuous
16 FC Delay Least Significant Byte
17 FC Delay Most Significant Byte
Long Receive
18 1 Priority FC Threshold Receive CRC Padding Stripping
OK Transfer
. Receive Receive . Magic
19 'A;\Bt)czmanc EoDr;,e Reject FC | FC FC 'Fl'rcansmn Packet Reserved
Restart Restop Wake-up
. Priority
20 |o Multiple | ¢ 1 1 1 1 1
1A .
Location
21 |o 0 0 0 ulticast | 4 0 1

Configuration Parameters

The interpretation of the fields from the configuration byte maps are:
e BYTEDO.
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Bits 5:0 - Byte Count. The byte count indicates the number of Command Block bytes to be
configured (and is alwaysincluded in the count). It allows changing some of the parameters by
specifying abyte count |ess than the maximum number of configuration bytes (22 bytes). The
first eight bytes are used by the CU, and the remaining bytes are passed to the CSMA/CD unit
through the transmit DMA. The value permitted is 8 bytes.

Default - none.
Recommended -16h.

Note: If aruntime algorithm for Adaptive IFSisimplemented, it isrecommended that software issuean 8
byte configure command. If any of the first 8 bytes needs to be re-configured and the last 14 bytes
do not need to be changed, then it is more appropriate to use an 8 byte configure command. Thisis
amore efficient way of re-configuring the device.

e BYTE 1

— Bits 6:4 - Transmit FIFO Limit. The transmit FIFO limit specifies the number of bytes

located in the 64 byte dual-ported transmit FIFO at which the device requests the busin
order to transfer datafrom system memory to itsinternal transmit FIFO. The transmit
FIFO is organized in 32-bit wide Dwords. The FIFO limit programming is showed in the
table below.

Default - 0.
Recommended - 0.

Bits 3:0 - Receive FIFO Limit. The receive FIFO limit specifies the number of bytes
located in the dual-ported receive FIFO at which the device requests the bus in order to
transfer data from itsinterna receive FIFO to system memory. The dual-ported receive
FIFO is organized into 32-bit wide Dwords. For the 82557, the FIFO size is 64 bytes. For
the 82558 and 82559 the FIFO is 128 bytes. The FIFO limit programming is showed in
the table bel ow.

Default - 8.

Recommended - The default valueis fine. However, lower values will result in better PCI
efficiency, whereas higher values will result in lower latencies.

Table 40. 82557 Dual-Port FIFO Settings

Configuration Value (Nibble Wide) Transmit FIFO Limit Receive FIFO Limit

Binary (Transmit Bits 6:4 & Receive Bits 3:0) Dwords Bytes Dwords Bytes
0 0 0 0 0 0 16 64
0 0 0 1 1 4 15 60
0 0 1 0 2 8 14 56
0 0 1 1 3 12 13 52
0 1 0 0 4 16 12 48
0 1 0 1 5 20 11 44
0 1 1 0 6 24 10 40
0 1 1 1 7 28 9 36
1 0 0 0 0 0 8 328
1 0 0 1 1 4 7 28
1 0 1 0 2 8 6 24
1 0 1 1 3 12 5 20
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Table 40. 82557 Dual-Port FIFO Settings

intel.

1 1 0 0 4 16 4 16
1 1 0 1 5 20 3 12
1 1 1 0 6 24 2 8
1 1 1 1 7 28 1 4

a.  This line represents the default values.

NOTE: The configuration values are from 0 through Fh. The table shows the values in binary (4 bits wide).

Table 41. 82558 and 82559 Dual-Port FIFO Settings

Configuration Value Transmit FIFO Limit Receive FIFO Limit
Binary (Transmit Bits 6:4 & Receive Bits 3:0) Dwords Bytes Dwords Bytes
0 0 0 0 0 0 32 128
0 0 0 1 1 4 30 120
0 0 1 0 2 8 28 112
0 0 1 1 3 12 26 104
0 1 0 0 4 16 24 96
0 1 0 1 5 20 22 88
0 1 1 0 6 24 20 80
0 1 1 1 7 28 18 72
1 0 0 0 0 0 16 642
1 0 0 1 1 4 14 56
1 0 1 0 2 8 12 48
1 0 1 1 3 12 10 40
1 1 0 0 4 16 8 32
1 1 0 1 5 20 6 24
1 1 1 0 6 24 4 16
1 1 1 1 7 28 2 8

a.  This line represents the default values.

* BYTE 2: Adaptive IFS. Thisbyte indicates the minimum number of PCI clocks counted
between sending two transmit frames on the wire. The resolution of this counter is 8 PCI
clocks making the range from 0 to 2040 PCI clocks.

Default - 0.
Recommended - 0.

e BYTE 3.

— Bit 3 - Terminate Write on Cache Line. Thisbit is reserved on the 82557 and should be set

to 0.

However, when this bit is set on the 82558 or a later generation controller, the device
attempts to terminate its write accesses on cache lines. This may yield lower PCI
throughput in systems which are not extremely cache line oriented. This bit should
therefore be set only in systemsthat are extremely cache line oriented.

0 = Terminate Write on Cache Line disabled.
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1 = Terminate Write on Cache Line enabled.
Default - O (Terminate Write on Cache Line disable).
Recommended - 0.

— Bit 2 - Read Alignment Enable. Thisbit is reserved on the 82557 and should be set to 0.
However, when this bit is set on the 82558 and |ater generation controllers, the device
attemptsto align its read accesses to cache lines. Thismay yield lower PCI throughput in
systemsthat are not extremely cache line oriented. Thus, this bit should be set only in
systemsthat are extremely cache line oriented. More information of the read alignment
capability is detailed in Section 4.2.2, “Read Align”.

0 = Read Alignment disabled.
1 = Read Alignment enabled.
Default - 0 (Read Alignment disabled).

Recommended - 0.

— Bit 0 - MWI Enable. Thisbit is reserved on the 82557 and should be set to 0.

However, for the 82558 and later generation controllers, it enables the device to perform
Memory Write and Invalidate (MW]1) cycles on the PCI bus. If both this bit and the MWI
enable bit in the PCI command register are both set, then the device attempts to perform
MWI cycles when writing data to system memory. If either this bit or the MWI enable bit
in the PCI command register are clear, the device will not perform MWI cycles. A more
detailed description of MWI can be found in Section 4.2.1, “Memory Write and
Invalidate”.

0= MWI disabled. The device will not perform MWI cycles even if it is permitted by the
PCI command register.

1=MWI enabled. The device will perform MWI cyclesif it is permitted by the PCI
command register.

Default - 0 (MWI disabled).
Recommended - 1.

e BYTE 4.

Bits 6:0 - Receive DMA Maximum Byte Count. This byte indicates the maximum number of
receive DMA PCI transfersthat will be completed before internal arbitration. The counter has
a4 cycleresolution. This counter is useful in throttling back the receive DMA in order to let
other device DMA channels, such as the transmit DMA, CU DMA, or RU DMA, complete
PCI cycles. For instance, if the counter is set to 4, the receive DMA will only do a 16-cycle
PCI transfer if one of the other interna DMA channels aso wants to initiate a transfer. If no
other internad DMA channels are requesting a transfer, the receive DMA may run an extended
PCI burst. In order for this counter to be enabled, the DMA maximum byte count enable bit
(byte 5, bit 7) must be set. If the enable bit is not set, the receive DMA will continue until it is
finished (no other DMA unit can pre-empt it).

Note: If this counter is enabled and set to zero, then the receive DMA may be pre-empted
amost immediately.

Default - 0.
Recommended - 0.

e BYTES.

— Bit 7 - DMA Maximum Byte Count Enable. Bit 7 enables the receive and transmit DMA
maximum byte count enable counters. These counters are only valid when thisbit is set to
1. This bit enables both the receive and transmit DMA maximum byte counters.
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Default - 0.
Recommended - 0.

— Bit 6:0 - Transmit DMA Maximum Byte Count. This byte indicates the maximum number

of transmit DMA PCI cyclesthat will be completed after internal arbitration. The counter
has a4 cycleresolution. It isuseful in throttling back the transmit DMA in order to let
other DMA channels, such as the receive DMA, CU DMA, or RU DMA complete PCI
cycles. For instance, if the counter is set to 4, the transmit DMA will only do a 16-cycle
PCI transfer if one of the other internal DM A channels also wants to initiate atransfer. If
no other internal DMA channels are requesting a transfer, the transmit DMA may perform
an extended PCI burst. In order for this counter to be enabled, the DMA maximum byte
count enable bit (byte 5, bit 7) must be set. If the enable bit is not set, the transmit DMA
will continue until it is done (no other DMA unit can pre-empt it).

Note: If this counter is enabled and set to zero, then the transmit DMA can be pre-empted

almost immediately.
Default - 0.
Recommended - 0.

* BYTEG.
— Bit 7 - Save Bad Frames.

This bit determines whether erroneous frames (CRC error, alignment error, etc.) are to be
discarded or saved. Erroneous frames are those where the OK bit equals 0 in the frame
descriptor status field. All frames are saved regardless of their status.

When the deviceis configured to save bad frames, the Receive Frame Descriptor (RFD) is
not re-used for the next frame. When bad frames are not saved, these structures are re-
used and no information isleft in memory.

Note: The statistical counters are still updated upon receiving bad frames regardless of

the state of this bit.
0 = Received bad frames are not saved in memory.
1 = Received bad frames are saved in memory.
Default - O (do not save bad frames).
Recommended - 0 (1 for promiscuous mode).
Bit 6 - Discard Overrun Receive Frames. This bit determines whether Receive Overrun
frames are to be discarded or saved. When activated (set to 0) the device may internally
discard frames that were Overrun. When not activated (set to 1) the device will pass these
frames to memory and only then reclaim the memory space or not according to the SBF
configuration. If this bit is cleared (set to 0), Overrun frames will be discarded regardliess
of the setting of SBF. Note that Overrun frameswill not always be discarded even if this

bit isactivated. If aframe has started to be transferred to memory before the overrun is
detected the frame will be passed to memory regardless of the configuration.

0 = Discard overrun frames.

1 = Pass overrun frames to memory.

Default - O (do not pass overrun frames to memory).
Recommended - 0.

Bit 5 - Extended Statistical Counter.

This bit is reserved on the 82557, and should be set to 1. For the 82558 or 82559, it
determines the number of statistical counters that are dumped by the device when the
Dump Statistical Counters or Dump and Reset Statistical Counters command isissued. If
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itisset to 1, the device dumps the 82557 compatible 16 countersinto 68 bytes of memory.
If the bit is O, the device dumps the full 19 counters into 80 bytes of memory.

0 = Extended Statistical Counters.

1 = Standard Statistical Counters.
Default - 1 (standard statistical counters).
Recommended - 1.

Bit 4 - Extended Transmit CB (TxCB). Thisbit isreserved on the 82557 and should be set
to 1. However, for the 82558 or 82559, it determines the type of TXCB that is to be used
by the device.

If this bit is 1, the device reads the standard 4 Dword TXCB. When this bit equals 0, the
device reads 8 Dwords for all CBs and processes the TxCBs as Extended TxCBs as
described in Section 6.4.2.5, “ Transmit (100b)” .

0 = Extended TxCB.
1 = Standard TxCB.
Default - 1 (Standard TxCB).

Recommended - 1 for compatibility reasons. If performance isthe main criteria, it is
recommended that this bit equal 0.

Bit 3 - CI Interrupt = CU Idle Interrupt. This bit determines whether the device generates
an interrupt when the CU leaves the Active state (CNA interrupt) or when the CU enters
the Idle state (Cl interrupt). If CNA interrupt is enabled, the device will generate an
interrupt when the CU goes from the Active to a non-active state (Idle or Suspended).
Interrupts are generated whenever the device seesan EL or Shitin aCB that causesit to
gointo the Idle or Suspended state respectively on completion of the command. The Cl
interrupt will generate interrupts only on atransition from an Activeto the Idle state. If the
Cl mode is enabled, interrupts can be generated in dynamic chaining (suspend/resume) by
setting the 1-bit on individua CBs.

0 = CNA Interrupt. An interrupt is generated when the CU goes from active to idle or
suspended state.

1=ClI Interrupt. An interrupt is generated when the CU goes from the active to the idle
state.

Default - 0 (CNA interrupt).
Recommended - 0, depending on the implementation of the transmit code.

Bit 2. Thishit isonly used on the 82557 and 82559. However, it hasacompletely different
meaning for both devices. For the 82557, it isthe TNO Interrupt = Transmit Not OK
Interrupt (82557 only), and for the 82559, the TCO Statistical Counte.

For the 82557, this bit determines whether or not the device generates an interrupt when a
transmission ends with a bad status. If it is configured to TNO Interrupt, the device
generates an interrupt by setting the CX interrupt bit in the SCB register and asserting the
INTA# signal. Thisinterrupt isrelated to the completion of actual transmission on the link
and cannot be correlated to a specific transmit CB status. The status of the bad
transmission is reflected only in a statistical manner through the statistical counters.

Note: When it is configured to TNO Interrupt, the 82557 still generates a CX interrupt if

it encounters atransmit CB with its| bit set.
0= CX Interrupt only.
1=TNO Interrupt enabled.

For the 82559, setting this bit to 1 causes the device to provide TCO statistical counters.
In this case, the statistical counters are 24-Dword long structures with the last 4 Dwords.
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The effect of the TCO statistics bit together with the extended statistical countershit is
shown in the table below:

Table 42. Extended Statistics Functionality

TCO Statistical Extended Statistical Statistics Counters Functionality
Counters Counters
0 1 82557 compatible (16 counters / 16 Dwords)
0 0 82558 compatible (19 counters / 19 Dwords)
1 1 82559 mode (21 counters / 24 Dwords)
1 0 Reserved
Default - 0.

Recommended - 0.
Bit 0 - Late SCB = Late SCB Update. This bit is reserved on the 82558 and 82559 and
should be set to 0 on those devices.

This bit only has meaning on the 82557 and determines when the device updates the SCB
in relation to the completion of an action command. When it equal s zero, the device
updates the SCB status if thereis an interrupt to report after completing the action
command and before the next action command is started. If it is set to one, the device
delays the updating of the SCB until after the next command on the CBL is started.

0 = Inactive (update SCB after command completion).
1 = Active (update SCB after next command is started).
Default - 0.

Recommended - 0.

* BYTE?7.
— Bit 6 - Two Framesin FIFO. This bit is reserved on the 82557 and should be set to 0. It is

avalid bit for the 82558 and 82559 devices.

When this bit is set on the 82558 or 82559, the device limits the number of transmit
framesin its FIFO to no more than two. Thisbit is expected to be used only when the
deviceis used in multimedia mode.

0 =Two framesin FIFO disabled.
1 =Two framesin FIFO enabled.
Default - 0 (disabled).
Recommended - 0.

Bit 7 - Dynamic TBD. Thisbit is reserved on the 82557 and should be set to 0. However,
when this bit is set on the 82558 or 82559, the device checks the validity of the transmit
buffer pointer in the TBD and the EL bit in the TBD. When it is clear (0), the device
assumes that the transmit buffer pointer in the TBD is adways valid and the last TBD is
indicated by the TBD count field in the transmit CB. When this configuration bit is set,
the driver should set the TBD count field in the transmit CB to FFh.

0 = Dynamic TBD disabled.

1 =Dynamic TBD enabled.

Default - O (disabled).

Recommended - 0 (unless reducing transmit latency is large concern).

Bits 2:1 - Underrun Retry. Thisfield specifies the number of transmission retries after an
underrun has occurred.
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0 (00) = No re-transmission. If atransmitted frame encounters an underrun it will not be
re-transmitted and the status indicating that the transmission failed will be returned and
counted in the transmit underrun counter.

1 (01) = One re-transmission. If atransmitted frame encounters an underrun, it will be re-
transmitted after the whole frameis stored in the FIFO.

2 (10) = Two re-transmissions. If atransmitted frame encounters an underrun it will be re-
transmitted when there are 512 bytes in the FIFO. If the transmission encounters another
underrun, the frame will be transmitted once again when the whole frameis stored in the
FIFO.

3 (11) = Three re-transmissions. If atransmitted frame encounters an underrun, it will be
re-transmitted when there are 512 bytes in the FIFO. If the transmission encounters
another underrun, the frame will be transmitted once again when there are 1024 bytesin
the FIFO. If the third attempt also encounters an underrun, the device will transmit it
again when the whole frame is stored in the FIFO.

Default - O (no retransmission).

Recommended - 1.

— Bit 0 - Discard Short Receive Frames.
This bit determines whether short frames (shorter than 64 bytes) are to be discarded or
saved. When it is set to 1, the device internally discards frames shorter than 64 bytes on
the link regardless of the SBF setting. When it equals O, the device passes these frames to
memory and reclaims the memory space according to the SBF configuration. (Depending
on how the deviceis configured, it may not reclaim memory space.)
0 = Pass short frames to memory.
1 = Discard short frames.
Default - O (pass short frames to memory).
Recommended - 1 (0 in promiscuous mode).
The discard short frames feature should we used with caution when it is combined with
header receive interrupts. If the discard short frames feature is used, no data is passed to
memory before 64 bytes are received. Therefore, evenif the HDSis set to less than 64, the
device will not pass a bad receive statusif a short frame is encountered. However, a
problem may occur if the discard short frames featureis not used and HDS is set to less

than 64 bytes. In this case, the device may report a bad receive status if a short frame is
encountered since it does not reclaim an RFD that has had itsHD S field filled.

* BYTES.

— 82557: Bit 0 - 503/MII. This bit isreserved on the 82558 and 82559 and should be set to 1
on those devices. It isvalid on the 82557. It is used to select the link interface mode of the
82557. If set to 503 mode (0), the 82557 transfers data to and from the link assuming 10
Mbps operation as done when operating with the 82503 or an equivalent seria interface.
If set to MII mode (1), the 82557 transfers data to and from the link nibble-wide,
assuming MI1 compatible operation.

0 =503 mode.

1= MIIl mode.

Default - none.

Recommended - For the 82557, the recommended value depends on the PHY detection.
For the 82558 and 82559, the recommended value is 1.

— 82558/82559: Bit 7 - CSMA Disable. Thishit isreserved on the 82557 and should be set
to 0. Itisvaid on the 82558 or 82559 and used to disable the link operation of the device.
If itisset to 1, the device will not receive datato or from thelink. If it isset to 0, the
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devicetransfers datato and from the link. Software should always set this bit to O when it
isissuing a configure command with more than 8 bytes.

0= Enable.

1=Disable.

Default - 0.

Recommended - 0.

82558/82559: Bit 0 - TCP/UDP Checksum. This hit is reserved on the 82557 and 82558,
and should be set to 0 on those devices. This bit was added for the 82559. When thisbit is
set to ‘1, the 82559 provides a checksum word of incoming packets, excluding MAC
header and CRC. A detailed description of the checksum cal cul ation and memory

structure can be found in Section 6.4.3.4, “No Buffer Performance |mprovements (82558
and 82559)".

0 = Disabled.

1= Enabled.

Default - 0.

Recommended - 0 (unless the NOS supports TCP/UDP checksum offload).

* BYTEO.
— Bit 7 - Multicast Match Wake Enable.

This bit is available only in the 82558 B-step. It should be set to 0 on 82557, 82558 A-
step, and 82559 devices.

This bit enables assertion of the power management event signal (PME#) upon reception
of packets that pass the multicast address filtering. The PME# signal is further gated by
the PME enable bit in the PMCSR. Although this bit is not present in the 82559, this
functionality is present through the extended wake-up packet command.

0 = Disabled.

1= Enabled.

Default - 0 (disabled).
Recommended - 0.

Bit 6 - ARP Wake-up Enable.

This bit isavailable only in the 82558 B-step. It should be set to 0 on the 82557, 82558 A-
step, and 82559 devices.

This bit enables assertion of the power management event signal (PME#) upon reception
of ARP frames (as defined above). The PME# signal is further gated by the PME enable
bit in the PMCSR. Although thisbit is not present in the 82559, this functionality is
present through the extended wake-up packet command.

0 = Disabled.

1=Enabled.

Default - O (disabled).

Recommended - 0.

Bit 5 - Link Status Change Wake Enable. This bit isavailable only in the 82558 B-step
and the 82559. It should be set to 0 on the 82557 and 82558 A-step devices.

This bit enables assertion of PME# upon alink status change event. The PME# signal is
further gated by the PME enable bit in the PMCSR.

0 = Disabled.
1=Enabled.
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Default - 0 (disabled).

Recommended - 0.

Bit 4 - VLAN ARP (82558 B-step) or VLAN TCO (82559). This bit isavailable only in
the 82558 B-step and 82559. It should be set to 0 on 82557 and 82558 A-step devices.

VLAN ARP: For the 82558 B-step, this bit enables wake-up upon reception of ARP
frames with a dynamic presence of a VLAN header. This bit takes affect only if the ARP
wake-up enable bit is also set. This same functionality has been moved on the 82559 to
the extended wake-up packet command.

0= VLAN header not supported.

1 =Dynamic VLAN header supported.
Default - O (off).

Recommended - 0.

VLAN TCO: On the 82559, this bit activates VLAN capability filtering of received TCO
packets at nominal DO state. When this bit is clear, the 82559 implementsreceive TCO in
DO for non-tagged TCO packetsonly. If thisbit is set, the 82559 looks for both tagged and
non-tagged TCO packets. When the 82559 is in the power down state or the Force TCO
state, the 82559 looks for the VLAN type for recognition of tagged versus non-tagged
packets. In al other states, the 82559 does not look for the VLAN type for qualification.

0 = Only TCO packets without VLAN headers are supported.
1=TCO packets with or without VLAN headers are supported.
Default - O (off).

Recommended - 0.

* BYTE 10.
— Bits 7:6 - Loopback. This bit defines the type of loopback.

00 = Normal operation (no loopback).

01 - Internal loopback.

10 - Reserved.

11 - Externa loopback (loopback pin active).
Default - 00.

Recommended - 00.

— Bits 5:4 - Pre-amble Length. This bit selects the length of the pre-amble, not including the

SFD, according to table below.

Table 43. Pre-amble Length

D5 D4 Preamble Length
0 0 1 byte

0 1 3 bytes

1 0 7 bytes

1 1 15 bytes

Default setting - 10b (7 bytes).
Recommended - 10b.

— Bit 3 - No Source Address Insertion. This bit determines the source of the source address.

0= SA insertion (SA comes from internal device lA).
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1=No SA insertion (SA comes from memory).
Default - 1.
Recommended - Depends on the NOS and driver environment.
— Bits2:0 - Linear Priority. These bits are reserved on the 82558 and 82559 and should be
set to 000b on those devices.

For the 82557, these bits correspond to he number of slot times that the device will wait

after the IFS or after backoff before enabling transmission. A higher number reduces the
priority. Stations with this value set to 0, the highest priority, conform to the |EEE 802.3
backoff algorithm.

Default - 000 (normal CSMA/CD operation).
Recommended - 000.

* BYTE 12.

— Bits 7:4 - Interframe Spacing. Thisfield specifies the period (in multiples of 16 bit times)
that the device must defer after the later of the following two events:

* Thelast bit has been transmitted.

» Carrier sense becomesinactive.
Default - 96 (6 in the register).
Recommended - 6.
— Bit 0- Linear Priority Mode. This bit isreserved on the 82558 and 82559 and should be

set to 1 for those devices. For the 82557, it determines the way the linear priority
mechanism works.

0 = Wait after transmit only. The device defersfor IFS + N * dot time after the
transmission of the frame only.

1 = Wait transmit or receive. The device defersfor IFS + N * slot time after the
transmission or reception of aframe.

N = Linear priority number.
Default - 0.
Recommended - 0.

* BYTE13and BYTE 14.

Bits 7:0 (byte 13 and bytel4) - IP Address. Thisfield isavailable only in the 82558 B-step.
Byte 13 should be set to Oh, and byte 14 should be set to F2h for the 82557, 82558 A-step, and
82559 devices.

For the 82558 B-step, this field holds the 16 least significant bits of the IP address used for
ARP frame filtering. For example, to configure thefilter for ARP frames with an | P address of
012h 034h 056h 078h, the following values are written to the configuration block:

Table 44. 82558 B-step Configuration Block ARP Frame IP Address

Configuration Block

Configuration

Example Value

Offset Parameter Name
13 IP Address Low 078h
14 IP Address High 056h

The ARP filter compares the value stored in offset 13 of the configuration block to the byte at
offset 41 in an ARP frame without a VLAN header and to byte 45 in ARP frames with a
VLAN header.
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Similarly, the value at offset 14 of the configuration block is compared to the byte at offset 40
in ARP frames without aVLAN header and to byte 44 in ARP frameswith aVLAN header.
The 16-bit value of the IP address in the configuration block isin non-canonical format, while
the |P address of an ARP frameis stored in canonical format. Using the same |P addressin the
example above (012h 034h 056h 078h), the ARP filter performs the following comparison:

Table 45. 82558 B-step ARP Frame IP Address Mapping

Configuration Block

Offset 13 Offset 14
Block Offset .
IP Address Low IP Address High
Example Value 078h 056h
Frame Offset 40 41
Incoming Frame

Although thisfield is not present in the 82559, its functionality is present in the extended
wake-up packet command.

Default - 00h, F2h (for backward compatibility).
e BYTE 15.

— Bit 7- CRS or CDT. When this bit is set, the device will interpret an active CDT during
transmission as an active carrier.
0= CRSonly.
1=CRSor CDT.
Default - 1.
Recommended - 1 for 82557/82503 based designs, 0 for 82557/M11 based designs, O for
82558 or 82559 based designs.

— Bit5- CRCI16.

Thisbit selects the 16-bit or 32-bit CRC engine. When it is set to 1, the 82559 operates
with a 16-bit CRC generator. Clearing this bit sel ects the 32-bit CRC engine. (Ethernet
operates with a 32-bit CRC.)

0 = 32-hit CRC.
1=16-bit CRC.
Default - 0.
Recommended - 0 (must be 0).
— Bit4- Ignore U/L. This bit is reserved on the 82557 and should be set to 0. When this bit

is set on the 82558 or 82559, the device ignores the U/L bit when checking for |A match
on received frames.

0 = Consider U/L bhit.
1=Ignore U/L hit.
Default - O (Consider U/L hit).
Recommended - 0.
— Bit 2 - Wait After Win. Thisbit is reserved on the 82557 and should be set to 0. For the

82558 or 82559, it activates the modified backoff algorithm, Wait After Win (Section 6.7,
“Collision Backoff Modification in Switched Environments’).

0 = Wait After Win disabled.
1 = Wait After Win enabled.
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Default - O (disabled).
Recommended - 0.
— Bit 1 - Broadcast Disable. When this bit is set, it disables the device from receiving any

frames with a broadcast address (address of all 1s). Promiscuous mode setting overrides
broadcast disable.

Default - 0 (off).
Recommended - 0.
— Bit 0 - Promiscuous Mode. When thisbit is set, it causes the device to receive all frames
regardless of their destination address.
Default - 0 (off).
Recommended - 0 (1 if promiscuous mode will be enabled).

e BYTE 16.

Bits 7:0 - FC Delay Least Significant Byte. This byteis reserved on the 82557 and should be
set to O0h.

For the 82558 or 82559, this byte corresponds to the least significant byte of the flow control
delay field. Thisdelay is used as the time parameter for the assembly of transmitted flow
control frames. The value isdefined in slot time (512 bit time) resolution.

Default - 0 (82557 compatible).
Recommended - 0.

e BYTE 17.

Bit 7:0 - FC Delay Most Significant Byte. Thisbyteisreserved on the 82557 and should be set
to 40h.

For the 82558 or 82559, this byte corresponds to the most significant byte of the flow control
delay field. Thisdelay is used as the time parameter for the assembly of transmitted flow
control frames.

Default: 01000000 (82557 compatible).
Recommended: 0.

* BYTE 18.

— Bit 3- Long Receive OK. This bit isreserved on the 82557 and should be set to 0.
When this bit is set on the 82558 or 82559, the device considersreceived frames that have
adatafield longer than 1500 bytes as good frames. The frames are still flagged aslong in
the RFD status word but the OK bit is set. Software can pass the frame to the NOS if long
frames are supported.
Default - O (disabled).
Recommended - O (unless the deviceisused in aVLAN environment).

— Bit 2 - Receive CRC Transfer. When this feature is enabled, the CSMA/CD block
transfers the CRC to host memory. If the CRC is not transferred to memory it is stripped.
The report of CRC and alignment error is reported immediately. Setting this bit disables
the stripping enable bit. Thus, if the frame is padded (the length is less than the byte
count), the frame will be transferred to memory as awhole, without stripping, even if
stripping is enabled.

Default - O (disabled).
Recommended - 0.

— Bit1- Padding Enable. If thisbit is set to 1, the device enables the padding mechanism. If
the byte count of atransmitted frame is less than the minimum frame length, a padding
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byte (7Eh) will be transmitted to pad (in other words, fill) the minimum frame length. The
CRC will include the padded bytes. If padding is disabled, no padding bytes will be added
even if the frame is a short frame.

Default - 1 (enabled).

Recommended - 1.

— Bit 0- Stripping Enable. If thisbit is set to 1, the device enables the stripping mechanism.
If the byte count of areceived frameis lower than the actual length received, every byte
beyond the specified length will be stripped from the frame except the CRC. If it is set to
0, no stripping will be performed.

Stripping is performed only on frames that have the Length/Type field set to Length (0 <
value < 1500).

Default - 0 (disabled).

Recommended - 1. However, it should be avoided if the minimum packet length cannot be
safely assumed.

* BYTE 18.

Bits6:4 - Priority Flow Control Threshold. These bits are reserved on the 82557 and should be
set to 111.

For the 82558 or 82559, this three-hit field defines the threshold at which the device
differentiates between Pause and Pause Low FC frames (Section 6.6.3.1, “Priority Flow
Control Operation”). Every FC frame with “priority field” greater than “Priority FC
Threshold” is considered Pause L ow. Setting this configuration field to any value other than
the default 111 activates the Priority FC mode.

Default - 111 (disabled).
Recommended - 111 (unless the priority flow control threshold mechanism isimplemented).

BYTE 19.

— Bit 7 - Full Duplex Pin Enable. When this bit is set, the device examines the FDX# pin to
determine if it should operate in full duplex or half duplex mode. If the force full duplex
bit (bit 6) is set to one, then this bit has no meaning and the device will not examine the
level of the FDX# pin. Thisis described in the table below.

Default - 0 (off) for the 82557 and 82558 A -step; 1 (on) for the 82558 B-step and 82559.
Recommended - 1.

Table 46. Full Duplex Functionality

FDX PégitE7N)ABLE FOI(?b(?tEGI):DX State of EDX# Devic?wcc));c)jirating
0 0 0 Half Duplex
1 0 0 Full Duplex
0 1 0 Full Duplex
1 1 0 Full Duplex
0 0 1 Half Duplex
1 0 1 Half Duplex
0 1 1 Full Duplex
1 1 1 Full Duplex
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— Bit 6 - Force Full Duplex. This bit forces the device to operate in full duplex mode.

Transmit and receive execution can be active simultaneously. CRS is only areceive
activity indicator. Minimum reception spacing between back to back framesis two bytes.

Default - 0 - off.
Recommended - 0 (1 if the user specifies avalid override).

Bit 5 - Reject FC (addressfiltering of full duplex transmit flow control frames). Thisbitis
reserved on the 82557, and should be set to 0.

When this bit is set on the 82558 or 82559, received flow control frames will not be
passed to memory, regardless of any address mechanism they might pass. This bit has no
effect on the action taken upon reception of such aframe.

Default - 0 (82557 compatible).

Recommended - 0.

Bit 4 - Full Duplex Restart Flow Control. This bit isreserved on the 82557 and should be
set to 0.

When this bit is set on the 82558 or 82559, it enables transmissions of flow control frames
to the peer station in order to stop its transmissions. The sending of such aframeis
triggered by the high threshold parameter, as set in the flow control threshold register
(Section 6.3.8, “Flow Control Register”). The flow control frame transmitted will carry
the configured flow control delay valuein thetimefield. When thereceive FIFO is empty,
another flow control frame is sent with the value 0 in the time field.

Default - 0 (82557 compatible).
Recommended - 0.

Bit 3 - Full Duplex Restop Flow Control. This bit is reserved on the 82557 and should be
setto 0.

When this bit is set on the 82558 or 82559, it enables transmissions of flow control frames
to the peer station in order to stop its transmissions. The sending of such aframeis
triggered by the high threshold parameter, as set in the flow control threshold register
(Section 6.3.8, “Flow Control Register”). The flow control frame transmitted will carry
the configured flow control delay value in the time field. When this delay expires, the
device checksthereceive FIFO state. If the FIFO is not empty, another flow control frame
is sent.

Default - 0 (82557 compatible).

Recommended - 0.

Bit 2 - Full Duplex Transmit Flow Control Disable. This bit isreserved on the 82557 and
should be set to 0.

When this bit is 0 on the 82558 or 82559, it enables the transmit flow to be paused by
incoming flow control commands. Flow control commands come from the link as special
flow control frames with atime parameter. In this mode, upon reception of such aframe,
the device pauses transmissions according to the time parameter.

Default - 0 (82557 compatible).

Recommended - 0.
Bit 1 - Magic Packet Wake-up disable. This bit is reserved on the 82557 and 8259ER and
should be set to O for those devices.

When this bit is set on the 82558 or 82559, it disables the assertion of a specia wake-up
signal upon reception of aMagic Packet* frame (which isaframewith certain predefined
fields). This bit takes effect only if the wake enable bit is set in the PMCSR.

Default: 0 - on (82557 compatible€).
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Recommended - 0.

— Bit 0 - Address Wake-up (82558 A-step); |A Match Wake Enable (82558 B-step). Thisbit
isreserved on the 82557 and 82559 and should be set to 0 on those devices.

When thisbit is set on the 82558 A-step, it enables assertion of the INTA# signal asa
specia wake-up signal upon reception of aframe that passes any of device address
filtering mechanisms (according to the configuration of broadcast, promiscuous, IA,
multicast all or multiple 1A). This bit takes effect only if the wake enable bit is set in the
PMCSR.

For the 82558 B-Step, this bit has asimilar but slightly different function. On the 82558
B-step, it enables the assertion of the PME# signal upon reception of packets that pass the
individual addressfiltering. The PME# signal isfurther gated by the PME enablebit in the
PMCSR.

Default - 0 (off; 82557 compatible).

Recommended - O.

* BYTE 20.

— Bit 6 - Multiple IA. When this bit is set, it enables the device to receive multiple |1A
frames using the HASH mechanism. If it is disabled, HASH will only be used for
multicast frames (odd address number).

Default - 0 (disabled).
Recommended - 0.

— Bit 5: Priority FC Location. Thisbit is reserved on the 82557 and should be set to 01.

For the 82558 and 82559, this bit determines the location of the priority field in the flow
control frame. When it equals O, the priority field isin byte #19 (after the time filed).
Wheniitis 1, the priority field isin byte #31 (12 bytes later).

0 = Priority field in byte #19.
1= Priority field in byte #31.
Default - 1.

* BYTE 21

— Bit 3 - Multicast All. This bit enables the device to receive al frames with a multicast
address (1 in the least significant byte - odd address).

Default - 0 (disabled).
Recommended - 0.

Thefirst 8 bytes of the configuration are kept by the CU, and the remainder are transferred by the
transmit DMA to the execution machine. When a configuration command is received, the CU
performs the following sequence:

1

ol

Begins execution of the configuration action command.

2. Readsthefirst eight configure bytes and saves their content.
3.
4. Initiates the transmit DMA to transfer the remainder of the configure bytes, up to the specified

Writes the configure command to the transmit FIFO.

byte count, to the execution machine.
Waits for the execution machine to complete its internal update of configuration registers.
Prepares the statusword with C =1 and OK = 1.

7. Completes the configuration action command.
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In the case of a port selective reset, the execution machine maintains configuration registers for the
device. In the case of aport software reset or a hardware reset, the device reverts to the default

values.

6.4.2.4 Multicast Setup (011b)

The multicast setup command is used for loading multicast I Ds into the device for filtering
purposes. As previously noted, the filtering done on the multicast IDs is not perfect and some
unwanted frames may be accepted. This command resets the current filter and rel oads it with the
specified multicast IDs. The format of the multicast addresses setup command is shown below.

Figure 18. Multicast Setup Command Format

Offset Command Word Bits 31:16 Status Word Bits 15:0
00h EL ‘ s ‘ | ‘ 0000000000 ‘ 011 c ‘ X ‘ oK ‘ XXXXXXXXHXXXXX
04h Link Address (A31:A0)
08h 2nd Byte ‘ 1st Byte ‘ X ‘ X ‘ Multicast Count
0Ch Multicast Address List

Nth Byte ‘ ‘ ‘

Link Address

EL (Bit 31)

S (Bit 30)

I (Bit 29)

Bits 28:19
CMD (Bits 18:16)

C (Bit 15)

OK (Bit 13)

Multicast Count

Multicast List
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This is the 32-bit address of the next command block. It is added to the CU base to
obtain the actual address.

If this bit is set to one, it indicates that this command block is the last one on the CBL.
The CU will go from the active to the idle state after the execution of the CB is finished.
This transition will always cause an interrupt with the CNA/CI bit set in the SCB.

If this bit is set to one, the CU will be suspended after the completion of this CB. A CNA
interrupt will be generated if the device is configured for this. The CU transitions from the
active to the suspended state after the execution of the CB.

If the | bit is set to one, the device generates an interrupt after the execution of the CB is
finished. If | is not set to one, the CX interrupt will not be generated.

These bits are reserved and should all be set to 0.

This is the multicast setup command, which has a value of 011b.

This bit indicates the execution status of the command. Software should reset this bit
before issuing the command to the device. Following a command completion, the device
sets it to one.
NOTE: The difference in the definition of the C bit for the transmit command

(Section 6.4.2.5).

The OK bit indicates that the command was executed without error. If it equals one, no
error occurred (command executed OK). If the OK bit is zero and the C bit is set, then an
error occurred.
NOTE: The difference in the definition of the C bit for the transmit command

(Section 6.4.2.5).

This 14-bit field indicates the number of bytes in the multicast list field. The multicast
count must be a multiple of 6 bytes; otherwise, the device reduces the multicast count to
the nearest multiple of 6. If the multicast count equals 0, it resets the hash table, which is
equivalent to disabling the multicast filtering mechanism.

This field contains a list of multicast addresses or multiple 1As to be accepted by the
device. The least significant bit of the most significant byte of each multicast address
must equal 1.
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The transmit DMA transfers the list of multicast addresses from memory to the execution machine
through the transmit FIFO. The CU performs the following sequence:

1. Begins execution of the multicast setup action command.
2. Readsthe multicast count field and savesit internally.

3. Initiates the transmit DM A with the multicast list address and byte count according to the
multicast count field.

4. Waits for the transmit byte machine to complete the internal hash table update.
5. Completes the multicast setup action command.

The receive byte machine maintains a 64-bit hash table used for checking multicast addresses
during reception. After the execution machine reads a multicast setup command, it clears the hash
table and reads the bytes in groups of 6. Each group is hashed using CRC logic, and the bit in the
hash table that bits 2 through 7 of the CRC register point to is set to one. A group that is not
complete has no effect on the hash table. The execution machine notifies the CU after compl etion.

An incoming frame is accepted if it has a destination address with the significant bit in the most
significant byte equal to 1 and after hashing pointsto abit in the hash table whose valueis one. The
hash function is selecting bits 2 through 7 of the transmit CRC register. A software reset causes the
hash table to become all zeros.

6.4.2.5 Transmit (100b)

Transmit commands can use either the simplified or flexible memory structure. The simplified
structure expects the transmit data to reside entirely in the memory space immediately after the
transmit command block (TCB). The flexible transmit structure allows multiple data buffers to be
accessed through a transmit buffer descriptor (TBD) array. Both models require the use of one
transmit command block per frame transmitted.

The 82558 introduced several new enhancements to the design of the software and hardware
interface for transmits. Both the 82558 and the 82559 allow software to use either the original
82557 compatible TCB format or the new extended TCB format. For the 82558 and 82559 devices,
the TCB type used is determined by a configuration bit (Section 6.4.2.3, “ Configure (010b)").

The format of the 82557 TCB (original TCB format) isillustrated in the figure below. There were a

few additional capabilities added in the 82558 and 82559 that can be utilized through this
command block interface. These new capabilities are highlighted.

Figure 19. Transmit Command Format

Offset Command Word Bits 31:16 Status Word Bits 15:0

00h EL ‘s ‘I ‘CID ‘ooo ‘NC ‘SF ‘100 c ‘x ‘OK ‘U ‘xxxxxxxxxxxx

04h Link Address (A31:A0)

08h Transmit Buffer Descriptor Array Address

TBD Number ‘ Transmit Threshold ‘ EOF ‘ 0 ‘ Transmit Command Block Byte Count
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Link Address

EL (Bit 31)

S (Bit 30)

I (Bit 29)

CID (Bits 28:24)

Bits 23:21

NC

SF

CMD (Bits 18:16)

C (Bit 15)

OK (Bit 13)

U (Bit 12)

Bits 11:0

TBD Array
Address

TBD Number
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This is the 32-bit address of the next command block. It is added to the CU base to
obtain the actual address.

If this bit is set to one, it indicates that this command block is the last one on the CBL.
The CU will go from the active to the idle state after the execution of the CB is finished.
This transition will always cause an interrupt with the CNA/CI bit set in the SCB.

If this bit is set to one, the CU will be suspended after the completion of this CB. A CNA
interrupt will be generated if the device is configured for this. The CU transitions from the
active to the suspended state after the execution of the CB.

If the | bit is set to one, the device generates an interrupt after the execution of the CB is
finished. If | is not set to one, the CX interrupt will not be generated.

The CNA Interrupt Delay field is only present on 82558 and later generation controllers.
(It is not a valid field for the 82557, unless special microcode is downloaded to this
device.) The CID indicates the length of time CNA interrupts are delayed by the device.

These bits are reserved and should all be set to 0.

0: CRC and Source Address are inserted by the controller. If the “No Source Address
Insertion” (NSAI) bit is set by the configure command, then only the CRC is inserted by
the controller. Normally, this bit should be set because it is desirable to have the device
compute and insert the CRC automatically.

1: CRC and Source Address are not inserted by the controller and are assumed to come
from memory.

This bit indicates whether the device is operating in simplified or flexible mode.

0 = Simplified Mode. All transmit data is in the TCB, and the TBD array address field
must equal all 1s.

1 = Flexible Mode. Data is in the TCB (optional) and in a linked list of the TBDs.
This is the transmit command, which has a value of 100b.

The C bit indicates that the transmit DMA has completed processing the last byte of data
associated with the TCB. This is not the actual completion of the transmit command as
the C bit indicates in other action commands. The actual completion of a transmit
command occurs when the frame is actually sent out on the wire. At the end of actual
transmission, no further status is posted in the TCB, but the transmit statistical counters
are updated.

The OK bit indicates that the command was executed without error. If it equals 1, no error
occurred (command executed OK). If the OK bit is zero and the C bit is set, then an error
occurred.

NOTE: For the transmit command, the OK bit is always set when the C bit is set.

The U bit indicates that one or more underruns were encountered by this or previously
transmitted frames since the last TCB status update. Since there is no mechanism for
indicating underruns during or at the end of frame transmission, this bit is set in addition
to the transmit underruns statistical counter for software management purposes.

These bits must be set to all zeros.

In flexible mode, this is a 32-bit address pointing to the first TBD in a contiguous list of
TBDs called the TBD array. A TBD is two Dwords, a transmit buffer pointer and buffer
size data. In simplified mode this field should be set by software to a null pointer
(OFFFFFFFFh).

In flexible mode, this represents the number of transmit buffers in the contiguous TBD
array. It should have a one to one correspondence of TBDs and buffers in the array. If the
device finds the TBD number equal to 0, it assumes the TBD array address is a null
pointer and the EOF bit is set. The 82558 and 82559 have a special dynamic TBD mode
that the 82557 does not have. If the dynamic TBD mode is enabled (in the configure
command), software should write a value of FFh into this field. Software should also
mark each TBD as valid or invalid. In the 82557, the TBD number is the only indication
that the TBD is the last associated with a particular transmit frame.
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Transmit The transmit threshold defines the number of bytes that should be present in the

Threshold controller's transmit FIFO before it starts transmitting the frame. The value is internally
multiplied by 8 to give a granularity of 8 bytes. For example, a value of 1 means the
82557 will start transmitting only when it has 8 bytes in its transmit FIFO. The transmit
threshold should be within a range of 1 to OEOh. (The value OFFh should not be used.)

EOF The EOF bit indicates if the whole frame is in the transmit command block. For
consistency, it should be set by software, although it is not checked in simplified or
flexible mode.

TCB Byte Count  For either simplified or flexible mode, the controller is able to transmit data from memory
immediately contiguous to the TCB itself. The amount of data to be read from this space
is determined by the 14-bit TCB byte count. This counter indicates the number of bytes
that will be transmitted from the transmit command block, starting with the third byte after
the TCB count field (address N + 10h). The TCB count field can be any number of bytes
up to a maximum of 2600, which allows the user to transmit a frame with a header having
an odd number of bytes. In simplified mode, the TCB byte count indicates the total
number of bytes to be transmitted and should not equal zero. In flexible mode, if the TCB
byte count equals 0, then all data is taken from the buffers pointed to by the TBD array.

The 82558 and 82559 also offer a more advance transmit command block. When they are
configured to use extended TCBSs, the device reads an 8-Dword TCB from host memory into its
internal registersinstead of the standard 4-Dword TCB. The new TCB structure is composed of the
4 standard TCB Dwords followed by 2 TBDs or 2 Dwords each.

Thefieldsin the first 4 Dwords are identical to the first 4 Dwords of the standard TCB except for
the TBD array address, which points to the third TBD rather than the first one. In other words, if
the frame consists of more than two transmit buffers, therest of the TBDs, from the third one
onwards, are placed in a standard TBD array, which is pointed to by the TBD array address field.
The TBD number field indicates the total number of TBDs including the two TBDs located in the
latter 4 Dwords of the extended TCB. If atransmitted frame consists of less than two TBDs, the
driver can set the size field of the second (or both) TBD to zero or set the EL bit on thefirst TBD.

The advantage of the extended TCB is that it enables the device to read the TCB and the first two
TBDsin one 8-Dword PCI burst. This eliminates one PCI read and its associated latency and
enables both the TCB and its immediate data field to be cache line aligned.

An extended TCB is assumed to be flexible. The two TBDs that are part of the extended TCB may
use the EL bit, but it is required that the transmit buffer pointers in the two TBDs are always valid
(in other words, not equal to 0).

The transmit buffer descriptor (TBD) array isa contiguous structure of TBDs. A TBD isdefined as
atransmit buffer address and a transmit buffer size. The format of the TBD array is shown below.

Figure 20. Transmit Buffer Descriptor

Odd Word (Bits 31:16) Even Word (Bits 15:0)
Transmit Buffer #0 Address 0
000000000000000 ‘EL ‘o ‘Size(ActuaICount) 4
Transmit Buffer #1 Address 8
000000000000000 ‘EL ‘o ‘Size(ActuaICount) c
Transmit Buffer #N Address N*8
000000000000000 ‘EL ‘o ‘Size(ActuaI Count) N*8+4
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Note:

Transmit Buffer This is the starting address of the memory area that contains the data to be sent. It is an
#N absolute 32-bit address. It does not add the CU base value to determine the physical
address.

EL (End of List) The EL bit is not used by the 82557 and is only valid for 82558 and later generation
devices. When it is set, the TBD is the last TBD associated with this transmit frame.

Size This 14-bit quantity specifies the number of bytes that hold information for the current
(Actual Count) buffer. It is set by the CPU before transmission.

Dynamic TBD Mode

Dynamic TBD mode only exists in the 82558 and 82559 devices. It is not avalid mode for the
82557.

The 82557 requires al TBDs to be setup by the driver before the device isissued the CU start or
CU resume command. However, in environments where virtual addresses must be trandated to
physical addresses, TBD setup isavery time consuming process. The 82558 and 82559 support a
new configuration mode called “dynamic TBD” mode, which activates two new featuresin the
TBD structure. (Details regarding configuration of this mode are in Section 6.4.2.3, “ Configure
(010b)”.) Each TBD, which still hastwo 32-bit Dwords as defined in the 82557, has the following
two features defined.

* NV - Not valid pointer. When the deviceis configured to dynamic TBD, it checksthe
transmit buffer pointer in the TBD. If it equals all zeros, it is considered to be an invalid
pointer. The device discards the TBD and attemptsto read it again as soon as possible. When
this pointer is valid, the TBD is valid and the device can use the transmit buffer.

* EL - End of list bit. Whenthishit isset, the current TBD isthe last TBD associated with this
transmit frame. The EL bit does not have to be set in the last TBD asindicated by the TBD
number field in the TCB. If the device reaches the last TBD in the array asindicated in the
TBD number field, it terminates the transmission regardless of the EL bit status. However, if
the device detectsa TBD with avalid pointer and its EL bit set, it terminates the frame even if
it did not reach the number of TBDs indicated in the TBD number field. If dynamic TBD
configuration iscurrently in use, the driver should set the value of the TBD number field in the
TCB to FFh.

These two features enabl e the driver to spontaneously add TBDs after issuing the CU resume
command. The goal of automatically adding transmit buffer descriptorsisto reduce overall latency
by achieving more parallelism between the driver and the device. This scheme alowsthe driver to
issue the CU resume command after filling in the first TBD (or even before that) and, while the
deviceis processing the transmit command block, the first TBD, and first transmit buffer, to
continue setting up the TBD array.

The driver programs FFh in the TBD number field of the transmit command block. The driver
preparesthefirst TBD inthe TBD array with avalid pointer, and it is considered valid. Afterwards,
the driver issues the command to hardware.

The deviceflow is:
1. Fetch any immediate data from TCB.
2. Fetch thefirst and second TBDs.
3. Fetch the first transmit buffer since the pointer isvalid in the first TBD.
4. Begin transmission (depending on the transmit threshold val ue).
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Fetch dataif the transmit buffer pointer is zero (invalid) in the second TBD or poll the TBD.
Finish the transmission if the EL bit is set.

Transmit Command Operation

The execution of atransmit command causes frame transmission. If the frame experiences
collisions, the device automatically attempts to re-transmit the frame up to 15 times. If it still
experiences collisions after 16 tries, the device increments the maximum collisions counter. The
following sequence outlines a general transmit command operation for the flexible memory
structure (TCBs and TBDs).

1.
2.

3.

Place the transmit command opcode (100b) in the command word.

Place the destination address and length field in the appropriate transmit structure.
The TBD array address should point to the first TBD in the array. When the simplified
memory structure is used, the TBD array address is not used.

Configure the transmit buffer address and size (actual count) for each buffer. The last buffer in
the TBD array is determined by the TBD number field in the TCB.

The flow of events for transmitting a single frame using aflexible TCB is:

1.

The CPU createsa TCB and TBD array in system memory. The transmit buffer address
pointers in the TBDs point to valid data buffersin host memory.

The CPU writes a CU start command (or CU resume if the CU is suspended) into the SCB.
The write event causes the device to read the CUC field, and the device notices that it should
start the CU.

The device processes the SCB, reads the SCB general pointer, and clears the SCB command
word.

4. The devicereadsthe first TCB in the CBL and the first TBD from the TBD array.
5. If the TCB sizefield does not equal zero, the TCB holds data to be transmitted and the device

reads this data first.

The controller reads the first transmit data buffer from host memory at the address provided in
the transmit buffer #0 address field of the transmit buffer array.

After the transmit threshold bytes are read (either from one or multiple transmit buffers), the
controller begins frame transmission to the PHY interface.

8. If there are multiple TBDs, the controller reads the next TBD from the TBD array.

9. After thefirst buffer has been completely read, the device starts reading the transmit data from

10.

11

12.

the next buffer.

After the last buffer is completely read, the device sets the C bit in the TCB, enabling the
driver to re-use reuse the TCB, TBDs, and transmit buffers. The controller posts the underrun
bit in the TCB if an underrun occurred since the last TCB status was reported.

The device completes the frame transmission to the serial interface (for the 82557, either Ml|
or 82503).

The controller updates its internal transmit status counters.

The transmit command differs from other action commands. Generally, the action commands have
parameters in one memory block. However, the transmit command may have parts of the
parameters scattered in alinked list of buffers. The CU spontaneously pre-fetches the buffersin the

list.
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6.4.2.5.3
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While the CU pre-fetches the address and byte count of one buffer, the transmit DMA is
transferring the previous buffer to the transmit byte machine. Completion of abuffer transfer by the
transmit DMA triggers the CU to initiate the transmit DMA for the next buffer (if it is aready pre-
fetched) and to start the pre-fetch of the next buffer. The buffer pre-fetch cycle is terminated when
the transmit DMA reads the last buffer (indicated by the TBD number) and transfers it to the
transmit FIFO.

Internally, the controller CU performs the following sequence during transmission:
1. Begins execution of the transmit action command.
2. Reads and saves the TBD array address.
3. If the TCB sizefield is greater than zero, the device performs as follows:

a. If the TBD array addressisnot equal to al ones, the CU performs a pre-fetch and transfer
cycle, initiates the transmit DMA to the address of thefirst byte of the destination address
field in the CB and to the byte count of the last specified data byte in the command block.

b. If the TBD array address equals al ones, after completing DMA of the command block
the CU writes the end of command byte to the transmit FIFO.

4. If the TCB sizefield in the command block is zero, it runs a buffer pre-fetch and transfer cycle
and forces one dummy DMA completion.

5. The CU waitsfor completion of the transmit command. Thisincludes only the transfer of the
whole frame to the transmit FIFO subsystem, not the frame transmission by the CSMA/CD
unit. At this point, the device posts the C bit (to 1) in the TCB. The CPU can reclaim the TCB
and associated data structures.

6. If transmission completed with a collision (but did not exceed the maximum collisions),
regardless of errors, the subsystem generates a re-transmit command and sends the data bytes
again from the FIFO. This causes re-transmission of the frame without any additional PCI bus
access.

7. If thetransmit DMA encountered an underrun due to alack of PCI bus bandwidth, it appends a
jam pattern to the end of the partialy transmitted frame. Frames that are aborted during
transmission are jammed. Such an interruption of transmission can be caused by severa
different events. Jamming will not start before completion of pre-amble transmission (before
the first byte of the destination addressis sent). Collisions detected during transmission of the
last 11 bits of the frame will not result in jamming.

8. Thedevice CU completes the transmit action command.

The device may report completion of atransmit command before the actual transmission on the
link has completed. Software can reuse the resources to prepare a new transmit command. When
the frameis eventually transmitted on the link, the CSMA/CD sub-system will return the status of
the transmission to the 82557 micro-machine, but the TXCB StatusWILL NOT be updated in host
memory. The CU will update the internal Tx counters according to the Tx status

Framing Operation

The transmit byte machine maintains the following registers for construction of frames: pre-amble
pattern, SFD field, source address, CRC generator, and jam patterns.

After the transmit byte machine reads the transmit command from the transmit FIFO, aframeis
constructed and transferred to the transmit bit machine for bit and nibble transmission. The
transmit byte machine performs the following sequence:

1. Pre-amble bytes are transferred according to pre-amble length configuration parameter.
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The SFD field is transferred.
Start CRC calculation.
Read and transfer the 6 destination address bytes from the transmit FIFO.

a M w0

If the no source address insertion configuration parameter is zero, the individual address
should be transferred as the source address. Otherwise, the source address should be read and
transferred from the transmit FIFO. If the no source addressinsertion is 1 and there are less
than address length bytesin the transmit FIFO, a DMA underrun is forced.

6. All remaining bytes from the transmit FIFO are read and transferred. These are the length and
datafields.

7. The CRC istransferred.

8. If thedeviceis configured to enable padding, the flag bytes (07Eh) are transferred
automatically so that avalid frame (64 bytes including CRC) istransferred onto the link.

If acollision or underrun occurred during transmission, the transmit byte machine completes the
transfer of the pre-amble and transfers 4 bytes of the jam pattern. If a collision occurred, the retry
counter isincremented. Jamming will not start before completing pre-amble transmission.

If acollision is detected during transmission of the last 11 bitsin the frame, it does not result in
jamming. If the collision is detected during transmission of the last bit or later, the collision is not
reported and re-transmission does not occur. This can happen for an invalid frame shorter in length
than the slot time.

A DMA underrun cannot logically occur during the pre-amble because the seria subsystem
generates its own pre-amble.

Delayed CNA Interrupts

The 82558 and later generation controllers have the ability to delay the CNA interrupt for a
predefined length of time, called the CNA interrupt delay (CID). If the CID is set to a non-zero
value, the device does not assert the interrupt immediately when entering a non-active state.
Instead, it initializes an internal counter with the CID parameter. The interrupt is asserted only
when the counter expires. If a CU resume or CU start command is issued while the counter is
counting, the interrupt will not be asserted. This opens awindow for the device driver to set a new
command without the overhead of an additional interrupt service routine (ISR).

The device delays the interrupt, regardless of whether it is configured for Cl interrupts or CNA
interrupts. However, the controller does not delay the updating of the CU statusfield. Therefore, if
the CID is greater than zero, it posts the CU status field (without the CNA bit) before it poststhe
CNA bit and asserts the INTA# signal. (Thisfeature is primarily targeted to NDIS systems but can
be beneficial for other systems as well.)

The CID parameter is set on a frame by frame basis, and its value is read by the device from the
TCB. Since theinternal counter isautomatically initialized to the CID value from the current TCB,
the existing value of the counter (set by the previous TCB) is overwritten, causing the counter to
reset even if it has not yet reached zero. Thisalows arolling delay, where a number of back to
back TCBs can be given to the controller while only generating one interrupt at the end of the
chain.

The purpose of the delay isto avoid issuing thisinterrupt if it isnot required. It is assumed that the
interrupt is not required in the following cases:

* The device was issued another action command and the CU returnsto the active state.
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* Thedevice received aframe and generated a receive interrupt.

If neither of these events occurred, the controller generates a CNA interrupt when the CID time
interval has elapsed. The actual delay experienced may be longer than the CID value that was
loaded. The CID isgivenin agranularity of approximately 256 PCI clocks and the maximum value
is 8192 clocks (which corresponds to 8 to 256 psin a 33 MHz system).

The delayed CNA interrupt flow is outlined below.

1. Thedelayed CNA interrupt isissued in the suspend or idle state. In other words, if the device
isin the suspend or idle state, raising the interrupt would be delayed by specified time in the
CID field of each command header.

2. The end of receive processing cancels the pending delayed CNA interrupt. It also causesthe
CNA interrupt to be set simultaneously with the frame interrupt, regardless of the internal
counter value. Thisis based on the theory that any pending transmit cleanup would be donein
the context of areceive interrupt.

3. Resume and start commands cancel pending delayed CNA interrupts. Thisallows only the last
TCB of achain to beinterrupted (therolling delay).

4. TheCX interrupt (caused by thel bit) isnot affected in any way by thismode or delay
parameter. It may be that regardless of anything else, we may want to interrupt on, say, every
third TX in achain to return resources to the protocol. This would be accomplished by setting
the | bit in the TXCB. There would be no delay associated with an I-bit interrupt. Note that if |
and S hitsare set in a TXCB and the CID field is set to anon-zero value, the CX & CNA
interrupts will not occur together.

5. Thedelay specification is a 5-bit field and ranges between 8 and 256 s, in 8 s resolution.
The actual delay will only be within a certain percentage of the value specified (but never less
than the specified delay). The inaccuracy percentageis typicaly in the range of 10 to 20%.
However, in afew extreme conditions (for example, alot of bad frames received), the delay
may be more than 20% above the specified delay.

The CNA interrupt delay (CID) field in the TCB is located in bits 28:24 of the first Dword of the
TCB.

6.4.2.6 Load Microcode (101b)
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Note: Documentation for microcode is beyond the scope of this manual.

The load microcode command downloads a 64 Dword microcode patch to the device' s internal
microcode.

The microcode that operates on one device (for example, the 82557), will not operate on another
device (the 82558 or 82559). The load microcode command format is shown below:

Figure 21. Load Microcode Command Format

Offset Command Word Bits 31:16 Status Word Bits 15:0
00h EL ‘ s ‘ | ‘ 0000000000 | 101 c ‘ X ‘ OK ‘ XOOXXXXXXHXXXX
04h Link Address (A31:A0)
08h First Microcode Dword
260h 64th Microcode Dword




Note:
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Figure 22.
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Link Address This is the 32-bit address of the next command block. It is added to the CU base to
obtain the actual address.

EL (Bit 31) If this bit is set to one, it indicates that this command block is the last one on the CBL.
The CU will go from the active to the idle state after the execution of the CB is finished.
This transition will always cause an interrupt with the CNA/CI bit set in the SCB.

S (Bit 30) If this bit is set to one, the CU will be suspended after the completion of this CB. A CNA
interrupt will be generated if the device is configured for this. The CU transitions from the
active to the suspended state after the execution of the CB.

| (Bit 29) If the | bit is set to one, the device generates an interrupt after the execution of the CB is
finished. If | is not set to one, the CX interrupt will not be generated.

Bits 28:19 These bits are reserved and should all be set to 0.

CMD (Bits 18:16)  This is the load microcode command, which has a value of 101b.

C (Bit 15) This bit indicates the execution status of the command. Software should reset this bit
before issuing the command to the device. Following a command completion, the device
sets it to one.

NOTE: The difference in the definition of the C bit for the transmit command
(Section 6.4.2.5).

OK (Bit 13) The OK bit indicates that the command was executed without error. If it equals one, no
error occurred (command executed OK). If the OK bit is zero and the C bit is set, then an
error occurred.

NOTE: The difference in the definition of the C bit for the transmit command
(Section 6.4.2.5).

Microcode Data This field contains the 64 Dwords of microcode data downloaded to the device. This data
patches the device’'s hard-coded microcode, which allows the behavior of the device to
be altered or adapted.

The load microcode command instructs the device to download microcode data from host memory
into itsinternal microcode RAM. The microcode data is organized as a 64-Dword memory block
that is appended to a standard command block header. The device starts execution of downloaded
microcode immediately following the successful completion of the load microcode command. The
device continues executing the downloaded microcode until the device isreset through its
hardware or software reset mechanisms.

Documentation for developing new microcode patches for the Intel® Fast Ethernet controllersis
beyond the scope of this manual.

Dump (110b)

This command causes the contents of various device registers to be placed in amemory area
specified by the user. It is supplied as a self diagnostic tool and provides registers of interest to the
user. The format of the dump command is shown below.

Dump Command Format

Offset Command Word Bits 31:16 Status Word Bits 15:0
00h EL ‘ s ‘ | ‘ 0000000000 | 110 Cc ‘ X ‘ oK ‘ XXXXXXXXXXXXX
04h Link Address (A31:A0)
08h Buffer Address
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Link Address

EL (Bit 31)

S (Bit 30)

I (Bit 29)

Bits 28:19

CMD (Bits 18:16)

C (Bit 15)

OK (Bit 13)

Buffer Pointer

INteal.

This is the 32-bit address of the next command block. It is added to the CU base to
obtain the actual address.

If this bit is set to one, it indicates that this command block is the last one on the CBL.
The CU will go from the active to the idle state after the execution of the CB is finished.
This transition will always cause an interrupt with the CNA/CI bit set in the SCB.

If this bit is set to one, the CU will be suspended after the completion of this CB. A CNA
interrupt will be generated if the device is configured for this. The CU transitions from the
active to the suspended state after the execution of the CB.

If the | bit is set to one, the device generates an interrupt after the execution of the CB is
finished. If | is not set to one, the CX interrupt will not be generated.

These bits are reserved and should all be set to 0.

This is the dump command, which has a value of 110b.

This bit indicates the execution status of the command. Software should reset this bit
before issuing the command to the device. Following a command completion, the device
sets it to one.
NOTE: The difference in the definition of the C bit for the transmit command

(Section 6.4.2.5).

The OK bit indicates that the command was executed without error. If it equals one, no
error occurred (command executed OK). If the OK bit is zero and the C bit is set, then an
error occurred.
NOTE: The difference in the definition of the C bit for the transmit command

(Section 6.4.2.5).

This field is a 32-bit offset to the dump area address. The size of the dump area is 596
bytes.

Configuration parameters and contents of other registers are transferred from the CSMA/CD unit
through the status FIFO by the Command Unit to memory. The CU performsthe following

sequence:

N o o bk~ w0 DN PR

Starts the dump action command.

Writes the dump command byte to the transit FIFO.

Waits for the dump marker to return from the CSMA/CD module.

Dumps the FEXT and CSMA/CD registers content through the status FIFO.
Dumpsthe parallel registers.

Prepares the status word with C equal to 1 and the OK bit equal to 1.
Completes the action command.

Table 47 and Table 48 describe the dump area format.

Table 47. Dump Data Bytes (0-79)

Byte

D7

D6 D5 D4 D3 D2 D1 DO

FEXT RCV_WR Base Address Register (low)

FEXT RCV_WR Base Address Register (high)

FEXT RCV_WR Current Address Register (low)

FEXT RCV_WR Current Address Register (high)

Al W[N] L[| O

FEXT RCV_RD Current Address Register (low)
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Byte

D7 D6 D5 D4 D3 D2

D1

DO

FEXT RCV_RD Current Address Register (high)

FEXT RCV_RD Base Address Register (low)

FEXT RCV_RD Base Address Register (high)

FEXT EXEC_WR Current Address Counter (low)

|| N| O] O

FEXT EXEC_WR Current Address Counter (high)

FEXT EXEC_WR Base Address Register (low)

11

FEXT EXEC_WR Base Address Register (high)

12

FEXT EXEC_RD Current Address Counter (low)

13

FEXT EXEC_RD Current Address Counter (high)

14

FEXT EXEC_RD Base Address Register (low)

15

FEXT EXEC_RD Base Address Register (high)

16

FEXT RCV_WR Byte Counter (low)

17

FEXT RCV_WR Byte Counter (high)

18

FEXT EXEC_WR Byte Counter (low)

19

FEXT EXEC_WR Byte Counter (high)

20

FEXT EXEC_WR Initial Threshold Register (low)

21

FEXT EXEC_WR Initial Threshold Register (high)

22

FEXT EXEC_WR Current Threshold Register (low)

23

FEXT EXEC_WR Current Threshold Register (high)

24

Configure Byte 8

25

Configure Byte 9

26

Configure Byte 10

27

Configure Byte 11

28

Configure Byte 12

29

Configure Byte 13

30

Configure Byte 14

31

Configure Byte 15

32

Configure Byte 16

33

Configure Byte 17

34

Configure Byte 18

35

Configure Byte 19

36

Configure Byte 20

37

Configure Byte 21

38

Reserved

39

Individual Address Register 1

40

Individual Address Register 2

41

Individual Address Register 3

42

Individual Address Register 4
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Table 47. Dump Data Bytes (0-79)

Byte D7 D6 D5 D4 D3 D2 D1 DO
43 Individual Address Register 5
44 Individual Address Register 6
45 Transmit Status (low byte)
46 Transmit Status (high byte)
47 Transmit CRC 0
48 Transmit CRC 1
49 Transmit CRC 2
50 Transmit CRC 3
51 Receive CRC 0
52 Receive CRC 1
53 Receive CRC 2
54 Receive CRC 3
55 Temporary Memory O
56 Temporary Memory 1
57 Temporary Memory 2
58 Temporary Memory 3
59 Temporary Memory 4
60 Temporary Memory 5
61 Receive Status (low byte)
62 Receive Status (high byte)
63 Hash Register 0
64 Hash Register 1
65 Hash Register 2
66 Hash Register 3
67 Hash Register 4
68 Hash Register 5
69 Hash Register 6
70 Hash Register 7
71 X X X X X X X X
72 X X X X X X X X
73 X X X X X X X X
74 1 1 1 1 1 1 X X
75 Receive Length (high)
76 Receive Length (low)
77 -79 | Reserved
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Table 48. Dump Data Dwords (20-148)

Dword Byte 3 Byte 2 Byte 1
20-29 Reserved
30 Micromachine (MM) Register File 39
31 Micromachine (MM) Register File 38
32 Micromachine (MM) Register File 37
33 Micromachine (MM) Register File 36
34 Micromachine (MM) Register File 35
35 Micromachine (MM) Register File 34
36 Micromachine (MM) Register File 33
37 Micromachine (MM) Register File 32
38 Receive Short Frame Errors
39 Receive CDT Errors Counter
40 Receive Overrun Errors Counter
41 Receive Resource Errors Counter
42 Receive Alignment Errors Counter
43 Receive CRC Errors Counter
44 Receive Good Frames Counter
45 Transmit Total Collisions Counter
46 Transmit Multiple Collisions Counter
47 Transmit Single Collisions Counter
48 Transmit Deferred Counter
49 Transmit Lost CRS Counter
50 Transmit Underrun Errors Counter
51 Transmit Late Collisions Errors Counter
52 Transmit Maximum Collisions Errors Counter
53 Transmit Good Frames Counter
54 — 64 Reserved
65 Reserved Execution Status Port
66 SCB Port Register
67 SCB Pointer register
o [pehimeet [ 298See oo marmptoye R
o [pehimeet | S98SCe | sco marptoye R
70-81 Reserved
82 DMA Arbitration Registers
83 -85 Reserved
86 Micromachine Register File 31
87 Micromachine Register File 30
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Table 48. Dump Data Dwords (20-148)

Dword

Byte 3

Byte 2

Byte 1

88

Micromachine Register File 29

89

Micromachine Register File 28

90

Micromachine Register File 27

91

Micromachine Register File 26

92

Micromachine Register File 25

93

Micromachine Register File 24

94

Micromachine Register File 23

95

Micromachine Register File 22

96

Micromachine Register File 21

97

Micromachine Register File 20

98

Micromachine Register File 19

99

Micromachine Register File 18

100

Micromachine Register File 17

101

Micromachine Register File 16

102

Micromachine Register File 15

103

Micromachine Register File 14

104

Micromachine Register File 13

105

Micromachine Register File 12

106

Micromachine Register File 11

107

Micromachine Register File 10

108

Micromachine Register File 9

109

Micromachine Register File 8

110

Micromachine Register File 7

111

Micromachine Register File 6

112

Micromachine Register File 5

113

Micromachine Register File 4

114

Micromachine Register File 3

115

Micromachine Register File 2

116

Micromachine Register File 1

117

Micromachine Register File 0

118

Micromachine LFSR

119

Micromachine Bit Flag Array 6

120

Micromachine Bit Flag Array 5

121

Micromachine Bit Flag Array 4

122

Micromachine Bit Flag Array 3

123

Micromachine Bit Flag Array 2

124

Micromachine Bit Flag Array 1

125

Micromachine Bit Flag Array 0
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Dword

Byte 3 Byte 2

Byte 1

126

Micromachine Input Port 3

127

Micromachine Input Port 2

128

Micromachine Input Port 1

129

Micromachine Input Port 0

130

Micromachine ALU

131

Micromachine Temporary B Register

132

Micromachine Temporary A Register Rotated Right

133

Micromachine Temporary A Register

134

Transmit DMA Byte Count Register

135

Micromachine Input Port Address Register

136

Transmit DMA Address Register

137

Micromachine Output Port Register

138

Receive DMA Byte Count Register

139

Micromachine Output Port Address Register

140

Receive DMA Address Register

141 - 142

Reserved

143

DIU Control Register

144

Micromachine ALU Shifted by Byte

145

Reserved

146

BIU Control Register

147

Reserved

148

Micromachine Status Register

6.4.2.8 Diagnose (111b)

The diagnose command triggers an internal self-test procedure that checks the internal device
hardware. Its format isillustrated below.

Figure 23. Diagnose Command Format

Offset

Command Word Bits 31:16

Status Word Bits 15:0

00h

EL S |I 0000000000 111 c |X

OK

X

XXXXXXXXX
XX

04h

Link Address (A31:A0)
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Link Address This is the 32-bit address of the next command block. It is added to the CU base to

obtain the actual address.

EL (Bit 31) If this bit is set to one, it indicates that this command block is the last one on the CBL.

The CU will go from the active to the idle state after the execution of the CB is finished.
This transition will always cause an interrupt with the CNA/CI bit set in the SCB.

S (Bit 30) If this bit is set to one, the CU will be suspended after the completion of this CB. A CNA

interrupt will be generated if the device is configured for this. The CU transitions from the
active to the suspended state after the execution of the CB.

| (Bit 29) If the | bit is set to one, the device generates an interrupt after the execution of the CB is

finished. If | is not set to one, the CX interrupt will not be generated.

Bits 28:19 These bits are reserved and should all be set to 0.

CMD (Bits 18:16)  This is the diagnose command, which has a value of 111b.

C (Bit 15) This bit indicates the execution status of the command. Software should reset this bit

before issuing the command to the device. Following a command completion, the device
sets it to one.
NOTE: The difference in the definition of the C bit for the transmit command

(Section 6.4.2.5).

OK (Bit 13) The OK bit indicates that the command was executed without error. If it equals one, no

error occurred (command executed OK). If the OK bit is zero and the C bit is set, then an
error occurred.
NOTE: The difference in the definition of the C bit for the transmit command

(Section 6.4.2.5).

F (Bit 11) This bit indicates the results of the self-test procedure. A 0 indicates a pass, and a 1,

failure.

The diagnose command checks the following internal device circuitry:

Exponentia backoff random number generator (linear feedback shift register).
Exponentia backoff time-out counter.

Slot time period counter.

Collision number counter.

Exponentia backoff shift register.

Exponentia backoff mask logic.

This procedure checks the operation of the backoff block, which residesin the serial side and is not
easily controlled. The CU triggers the self-test procedure of the seria subsystem. It performsthe
following sequence:

1.
2.
3.

4,

Begins execution of the diagnose action command.
Waits for command completion.

Prepares the status word with the C bit equal to 1, OK equal to 1, and F equal to O if the
diagnose succeeded. Otherwise, the status word has the C bit equal to 1, OK equal to 0, and F
equd to 1.

Completes action command.

The CSMA/CD module performs the self test procedure in two phases: phase 1 tests the counters
and phase 2 tests the trigger logic.
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During Phase 1, the linear feedback shift register (LFSR), exponential backoff time-out, ot time,
and collision counters are checked. The test is performed in the following manner:

All counters and shift registers are reset simultaneously.
The unit starts counting and shifting the registers.
The exponential backoff shift register reaches al ones.

Eal SR A

The unit checks the exponential backoff shift register for al oneswhen the LFSR content is all
onesin its 10 least significant bits.

5. The unit stops counting when the LFSR (30 hits) reaches a specific state, and the exponential
backoff counter (10 bits) wraps from al ones to all zeroes. Simultaneously, the slot time
counter switches from 01111111111 to 10000000000, and the collision counter (4 bits) wraps
from all onesto all zeroes.

6. Phase 1 issuccessful if the 10 least significant bits (when applicable) of all four counters are
all zero.

During Phase 2, the test is performed in the following steps:
1. The exponential backoff shift register, LFSR, and all counters are reset.
2. The exponential backoff logic istemporarily configured accordingly:
a SLOT-TIME =3h
b. LIN-PRIO = 6h
c. EXP-PRIO = 3h
d. BOF-MET =0h
3. Transmission and collisions are emulated internally.
4. If the most significant bit of exponential backoff shift register is 0, then step 3 is repeated.

If Step 4 is successful, then a passed status is returned; otherwise, afailed statusisreturned.

Receive Operation

Receive Frame Area

The 8255x supports the concept of areceive frame area (RFA). The RFA isthe list of free receive
resources and consists of Receive Frame Descriptors (RFDs). The RFDs contain data buffers
capable of holding maximum Ethernet size packets immediately following the RFD header. This
constitutes the simplified memory model. Each receive frame is described by one RFD.

Simplified RFA Structure

In the simplified RFA structure, the data portion of the received frame (including the Ethernet
header) is part of the RFD and islocated in contiguous memory immediately after the sizefield in
the RFD. The simplified memory structure is shown in the figure below.
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Figure 24. Simplified Memory Structure

SCB
RECEIVE FRAME AREA
RFD > RFD > RFD > RFD
Sequential Sequential Sequential Sequential
Data Buffer Data Buffer Data Buffer Data Buffer
6.4.3.1.2 Receive Frame Descriptor Format
Figure 25. Receive Frame Descriptor Format
Offset Command Word Bits 31:16 Status Word Bits 15:0
ooh | EL ‘ S ‘ 000000000 ‘ H ‘ SF ‘ 000 Cc ‘ 0 ‘ oK ‘ Status Bits
04h Link Address (A31:A0)
08h Reserved
och |0 ‘ 0 ‘ Size ‘ EOF ‘ F ‘ Actual Count
EL (Bit 31) The EL bit indicates that this RFD is the last one in the RFA.
S (Bit 30) The S bit suspends the RU after receiving the frame.
H (Bit 20) The H bit indicates if the current RFD is a header RFD. If it equals 1, the current RFD is

a header RFD, and if itis O, it is not a header RFD.
NOTE: If aload HDS command was not previously issued, the device disregards this

bit.
SF (Bit 19) The SF bit equals 0 for simplified mode.
C (Bit 15) This bit indicates the completion of frame reception. It is set by the device.
OK (Bit 13) The OK bit indicates whether the frame was received without any errors and stored in

memory. If the last frame was received with sufficient memory space, the OK bit will be
set, even if it was the last RFD in the RFA with the EL bit set. After receiving the frame,
the device enters the no resource condition, generates an RNR interrupt, and starts
discarding frames until the RU is restarted with sufficient resources.

Status Bits

(Bits 12:0) This field contains the results of the receive operation:
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Link Address The link address is a 32-bit offset to the next RFD. It is added to the RU base. The link

address of the last frame can be used to form a cyclical link to the first RFD.

Size This field is used in the simplified mode and represents the data buffer size. In the
header RFD, the size field identifies the data buffer size excluding the header area. The
size value should be an even number.

EOF This bit is set by the device when it has completed placing data in the data area. Before a
new RFD can be included in the RFA, the EOF bit must be cleared by software.

E This bit is set by the device when it updates the actual count field. Before a new RFD can
be included in the RFA, the F bit must be cleared by software.

Actual Count The number of bytes written into the data area.

Table 49. RFD Status Bit Descriptions

Status
Bit

Description

Bit 12

This bit is reserved.

Bit 11

CRC error in an aligned frame. This bit may be set only in the save bad frames mode.

Bit 10

Alignment error (CRC error in misaligned frame). This bit identifies the number of bits in the frame
that were not an octet multiple. This bit may be set only in save bad frames mode.

Bit 9

Ran out of buffer space; no resources. This bit indicates that the incoming frame was larger than

the possible receive data area for that frame. In simplified mode, this means that the size of the

RFD was not large enough to accommodate the entire frame.

NOTE: This status bit is not related to the RFD EL and S bits. Status bit 9 reflects the status of the
current frame. The EL and S bits control the RU machine status after the reception of the
current frame.

Bit 8

DMA overrun failure to acquire the system bus. This bit may be set only in save bad frames mode.

Bit 7

Frame too short. It implies that the length of the received frame was less than 64 bytes including
the CRC. This bit may be set only in save bad frames mode.

Bit 6

This bit is reserved.

Bit 5

Type/Length. If this bit is set, it indicates that the received frame was a type frame (the value of the
Ethernet header Type/Length field was either O or greater than 1500 decimal).

Bit 4

Receive Error. This bit is set if the RX_ER pin was asserted at least once during frame reception. It
is set by the PHY when it detects a character error. The actual detection of character error depends
on the PHY technology and the algorithm implemented. The device increments the device CRC
error counter when this bit is set. This bit may be set only in save bad frames mode.

Bit 3

This bit is reserved.
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Table 49. RFD Status Bit Descriptions

Status L
Bit Description

No address match. If this bit is set to 1, the destination address of the received frame does not

Bit 2 match the individual address, multicast address, or the broadcast address in the filter. For
example, this bit will be set when the device is in promiscuous mode and the destination address
does not match any of the other address filtering mechanisms.
IA match bit. When this bit equals 0, it implies that the destination address of the received frame

Bit 1 matches the individual address. When it is 1, the destination address of the received frame does

not match the individual address. For example, a multicast or broadcast address will set this bit to
al.

Receive collision (82557 and 82558 only). When this bit is set, it indicates a collision was detected
during a reception.

TCO indication (82559 and later generation controllers). For the 82559 and later generation
controllers, this bit no longer reflects collision detection. Instead, it indicates that the device is
processing a TCO packet. In an environment with a TCO controller where receive to TCO is

Bit 0 enabled, the controller introduces a new behavior. TCO packets are first posted to the RFA before
they are transferred back to the TCO controller. In most cases this process is completely
transparent to the software driver since the RFD that contains the TCO packet is reclaimed.
However, if header RFDs are being used and the TCO packet size is larger than the header size,
then the RFD is not reclaimed. In this case, a bad status indication will be posted to memory. The
bad status indication should be used by the software driver to discard the packet.

Table 50. Actual Count in Header RFD

F EOF Actual Count
0 0 Invalid

0 1 Invalid

1 0 HDS size

1 1 Total byte count

6.4.3.2 Initial Receive Frame Area Structure

To enable the device to receive frames, software must setup the following structure:
1. The SCB general pointer in the SCB should point to the first RFD on thelist.
2. Thelink offset of each RFD in the list should point to the next RFD.

3. The EL hitinthe last RFD should be set.

6.4.3.3 Operation of Frame Reception

The seria subsystem of the device selects the frames destined for the station according to the
destination address of the frames passing on thelink. A frame is selected if it is at least 6 byteslong
and its address matches either the individual address, multicast address, multiple I A, or broadcast
address (promiscuous mode). It transfers the selected frames with their status to the receive FIFO.
The receive DM A unit transfers the frame from the receive FIFO to host memory under control of
the receive unit. If discard short framesis enabled, any receive frame shorter than 64 bytes on the
link (including padding and CRC) will be completely discarded. Although these frames are
discarded, they are still counted in the short frame counter.
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For every frame, the RU configures a RFD in memory. The loading of each buffer is done by the
receive DMA in parallel with pre-fetching the next buffer by the RU. After completing frame
reception, the RU closes the last RFD and configures the structure for receiving the next frame.

Configuring the Next RFD

The RU performs the following sequence to set up a RFD.

1.
2.
3.

Reads the 4 Dwords of the current RFD and savesthe EL and S bits internally.
Analyzesthe link offset of the current RFD and saves it as the address of the next RFD.

Initiatesareceive DMA if the size of the datafield in the RFD is greater than zero. The receive
DMA isinitiated with the address of the first byte of the destination address to the byte count
specified by the RFD.

Forces areceive DMA completion if the size of the datafield in the RFD is zero.

5. Goesto the buffer pre-fetch and transfer cycle.

Close Frame

When the RU reads an end of frame from the receive FIFO (indicating the end of areceived or
discarded frame), it performs the following sequence to close the frame:

1. Readsthe status from the receive FIFO and saves it internaly.

2. Skipsto the completion of reception sequence if the RU is not in the ready state.

Reclaims the RFD if the frame status indicates that there is an error (including short frame)
and the save bad frame configuration parameter is zero. In addition to reclaiming the RFD, the
device backs up the current RFD to the next RFD and jumpsto step 8. If a header RFD isbeing
used and the header field was filled, the RFD is not reclaimed.

Writes C equal to 1, OK equal to 0, status bit 9 equal to 1, and the remaining bits from the
CSMA/CD module to the status word of the current RFD if the RU ran out of resources during
reception of this frame.

Writes C equal to 1 and the remaining bits from the CSMA/CD module to the status word if
the RU did not run out of resources.

Requests FR interrupt.

7. Createsanew RFD if the S bit was not set and the RU did not run out of resources.

8.

Goes to completion of reception of frame.

Completion of Reception

Reception completion occurs when the RU encounters an end of frame regardless of its state. The
procedure is determined by the following: EL bit, S bit, RU start request, and RU resources. The
following sequence is performed by the RU at the completion of reception:

1

2.

3.

If the RU ran out of buffers or frame descriptors during current frame reception, then the state
changesto no resources. The RU requests an RNR interrupt, sets the internal Sbit, and starts
discarding frames.

If the S bit of current frame is set but the RU start request is not and the RU isin the ready
state, an RNR interrupt request isinitiated and the state is changed to suspended.

If the RU start request bit is set but the Shit is not, then the RU state is changed to ready and a
new RFD is created.
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4. If the RU start request and S bits are set, anew RFD is created and the state is changed to
suspended.

5. If the RU stateis not ready, frames should be discarded.

6. If the RU isin the ready state or hasjust exited the ready state, the following steps are
performed:

a Update the SCB status word according to the new state and clear internal interrupt flags.
b. Activate the hardware interrupt signal.

No Buffer Performance Improvements (82558 and 82559)

During normal receive operation, the 82558 and 82559 treat received packets in the same manner
asthe 82557. The data structures and driver-hardware interface remain unchanged. However, some
internal modifications were made for performance improvement.

In ano resources situation, the 82558 and 82559 operate differently than the 82557. In this
scenario, the 82557 starts discarding frameswhen it reaches a no resources or suspended state. The
82558 and 82559 start storing all incoming frames in the receive FIFO in these states. When the
FIFO isfull, the next frame is marked as an overrun frame while the following frames are lost. This
enables the network device driver to react to the no resources situation and successfully receive the
following two or more frames.

TCP/UDP Checksum Support (82559 only)

The 82559 provides a checksum word in the receive structure if it is configured to (Section 6.4.2.3,
“Configure (010b)"). The 82557 and 82558 do not have this capability.

The checksum word is calculated on the incoming packet excluding the MAC header (first 14 bytes
of the packet) and Ethernet CRC. The checksum word is always appended at the end of the data
posted to the receive buffer(s) with the least significant byte first. If the 82559 is configured to post
the Ethernet CRC into memory, then the checksum word follows the CRC. The byte count field in
the receive memory structure(s) includes the checksum word. If software enables this feature,
software must subtract 2 bytes from the reported length of the packet to determine the actual packet
length.

If the incoming frame is a TCP or UDP packet, the device driver can accelerate the checksum word
calculation using this capability in the 82559. The driver should subtract from the 82559 checksum
word non-relevant fields within the packet, negate the result (1's complement), and compare it to
the packet’s TCP/UDP checksum word.

The 82559 cal cul ates the checksum word as a sum of the incoming words of the received packet
(not including the MAC header and CRC bytes). After the summation of each two words, the carry
is added to the least significant bit of the result. If the packet has an odd byte count, the last byte is
padded with 8 zeroes as its most significant bits. The following equation and example demonstrate
this:

Example 1. 82559 Checksum Calculation
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Assume the following incoming Packet: SA DA TypeBgB1 B, B3 B4 Bg ... Bon.o Bon.1 Boy CRC
Checksum ={ B1Bg+ B3B, + Cy+ BgB, + Cq + ...+ Boy1Bon.o + Cy.o + 00Boy + Cyit T

where Cy, Cq, ... Cy.1 arethe carry out results of the intermediate sum operations.
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Example 2. Numerical Calculation

Assume the following incoming packet: SA DA Type F1 F5 54 79 E7 9E F5 CRC

Sp = F5F1+7954 = 6F45, Cp=1
S, =6F45 + 9EE7 + 1 = OE2D, C, =1
S, = 0E2C + 00F5 + 1 = OF23, C,=0

Check Sum = Sy = OF21+ 0 = OF23

When all data bytes are written to the memory, the device writes the actual count. The device
writes the frame status to the RFD status word. The device asserts an interrupt to indicate the end of
receive processing. The driver can poll in memory for the frame status and mask the last interrupt.

6.5 Command Unit and Receive Unit Operation

6.5.1 Starting and Completing Control Commands

Software can issue control commands by writing to the RUC and CUC fields of the SCB command
word. The SCB CU and RU command fields are two fields in the lower byte of the SCB command
word, called the SCB command byte. Since the 8255x clears the SCB command byte when the
control command is accepted:

¢ Software must wait for this byte to be cleared before the next control command can be issued.
* CU and RU control commands must never be issued together in the same SCB write cycle.

The 8255x does not necessarily accept the control commandsimmediately after they are written to
the SCB since it may be engaged in higher priority tasks. For example, the device may be pre-
fetching new buffers, handling buffer switches, or finishing frame reception. When the deviceis
becomes available, it performs the start of control command sequence described bel ow.

1. Readsthe SCB command byte.
2. Readsthe SCB general pointer.

3. The 8255x issues an internal request to the RU to perform an RU command acceptance
sequence if the RUC field is not zero.

4. The acceptance sequence for a CU command is performed immediately if the CUC field is not
zero.

After the CU and RU have completed the acceptance sequence, the 8255x updates the SCB status
according to theinternal CU status, RU status, and interrupt requests.

6.5.2 Generating and acknowledging interrupts

When the CPU isinterrupted by the 8255, it should acknowledge the interrupt by setting the
corresponding acknowledge bitsin the SCB interrupt acknowledge byte. When the CPU writesto
this byte, the corresponding interrupt bits are immediately cleared. If al interrupt bits are cleared,
the 8255x clearsits INTA# line. If the interrupt service routineis likely to process all pending
interrupts, then all the bits can be acknowledged in one PCI write cycle.
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Command Unit Control

The CU isthe 8255x logical unit that executes action commands from the command block list
(CBL). This section describes how software controls the execution of action commands.
Specifically, start, stop, suspend, or resume of the CU are discussed. The CU can be modeled as a
logical machine that exists in one of the following states at any given time;

¢ |dle. TheCU iscurrently not executing an action command and is not associated withaCB in
the CBL. Thisistheinitial state. It is also the state reached after the CU finishes executing a
CBL wherethelast CB had an EL bit set. A CU start command must be issued to begin
execution on anew CBL.

¢ Suspended. The CU isnot executing a CB but has read a next link pointer in the last CB that
it executed before it suspended execution. A CU resume command forces the 8255x to
continue execution from the CB at the next link address.

¢ Active. The CU iscurrently executing an action command.

Software affects CU operation in two ways: issuing a CU control command or setting bitsin the
command word of the action command. This causes the CU to do one of the following:

* Start executing alist of action commands.
* Resume execution of alist of action commands.

* Stop execution after completing an action command. Usually, thisis the last command block
inthelist.

* Suspend execution after completing an action command (if the S bit was set).
* |ssueinterrupts after completing action commands.

There are two important points of timein the execution of commands:

¢ Acceptance Time. Thisisthetime following awrite to the SCB command byte. It is when
the CU reads the control command, clears it, and begins execution.

¢ Completion of Execution. Thisiswhen the CU completes executing a command.

The CU usestwo internal flags to remember requests from acceptance time that are to be acted on
at completion of execution: CU_START_REQUEST and CU_RESUME_REQUEST.

At command acceptance time, after the 8255x has finished higher priority tasks and detected a new
command, the device reads and analyzes the SCB command byte. (Higher priority tasks can
include: receive end of frame processing, receive or transmit buffer pre-fetching, completion of
transmit DMA, completion of action commands, and dumping counters.) The CUC field indicates
one of the following commands: CU_START or CU_RESUME.

CU Start Command

When the CU detects the CU Start (CU_START) command, it begins executing the first action
command inthelist. It isprohibited from issuing aCU_START if the CU isin the active state. This
means that software must ensure that the CU isidle or suspended before issuing the CU_START
command. Upon acceptance of a CU_START command, the CU initiates the following sequence:

1. Readsthe CB offset from the SCB (general pointer register) and savesit asapointer to the first
CB inthe CBL.

2. Becomes active and starts execution from the beginning of the CBL if the CU is not in the
active state.
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6.5.3.2 CU Resume Command

The CU Resume (CU_RESUME) command resumes CU operation. The 8255x completes the
following sequence:

1. If the CU isin the suspended state it goes to the active state and requests the beginning of the
next CB. Since the 8255x remembers the pointer to the next action command, it does not re-
read the link pointer in the previous CB. However, the 8255x re-reads the S bit in the previous
CB to determine if the driver has modified it while the device was suspended. If the Shitis
cleared, it proceeds to execute the new CB. If the S bit is still set in the previous CB, the CU
goes back to the suspended state.

2. If the CU isin the active state, it verifies the validity of the S bitsin the current and next action
commands. If the Shit is cleared in the current CB, it proceeds to the next CB in the list after
execution of the current CB is completed.

3. IftheCU isin theidle state, it ignores the CU_RESUME command.

6.5.3.3 CU Control Commands Response

The start and resume CU control (CUC) commands can be issued through the SCB CUC command
field. The command block offset pointer in the general pointer register of the SCB pointsto the first
executable action command. These action commands have afield for the end of list (EL) and
suspend (S) bits. The EL bit indicates that the current action command is the last on the command
list. The presence of the S bit indicates that the user wants the CU to enter the suspended state after
executing the current command. Table 51 and Table 52 illustrate the various state transitions.

The mechanism used to suspend the CU isthe S bit in the action command block. Suspending the

CU through the action command block results in suspension after a specific command is executed.
The CU can be re-activated by issuing a resume command.

Table 51. CU Control Commands: Actions at Acceptance Time

CU Start CU Resume
Present State

Next State Action Next State Action

Start processing CB
Idle Active pointed to by SCB Idle None.
general pointer.

Start processing CB Start processing next CB
Suspended Active pointed to by SCB Active if S bit is clear on current
general pointer. CB.
Re-check S bit on current
Active Prohibited Not applicable. Active CB. If not set, process
next CB.

Table 52. CU Activities Performed at the End of Execution

EL Bit S Bit Next State Action
0 0 Active Start processing CB
0 1 Suspended | CNA interrupt
1 0 Idle CNA/Cl interrupt
1 1 Idle CNA/Cl interrupt
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Receive Unit Control

intel.

The receive unit (RU) isthe logical unit that receives frames and stores them in memory. It uses
free buffers and descriptors prepared by the CPU. This section describes how the CPU controls
frame reception (starts, stops, suspends, and resumes the RU). Reception can also be halted due to
ano resource condition.

The RU ismodeled as alogical machine that takes one of the following states at any given time.
Software can determine the current RU status by reading the SCB statusword in the CSR (bits 5:2).

¢ |dle (0000). The RU hasno memory resources and is discarding incoming frames. Thisisthe
initial RU state after reset.

* No Resources Dueto No More RFDs (0010). The RU has ho memory resources dueto a
lack of RFDs and is discarding incoming frames. This state differs from the idle state in that
the RU accumulates statistics on the number of framesit has to discard. The 8255x entersthis
state after it processes an RFD that its EL bit set.

¢ Suspended (0001). TheRU discards all incoming frames even though free memory resources
exist to store incoming frames. The 8255x enters this state after it processes an RFD withits S

bit set.

¢ Ready (0100). The RU has free memory resources and is ready to store incoming frames.

Table 53. RU Control Commands: Actions at Acceptance Time

RU Start RU Resume RU Abort
Present Next . Next . Next .
State State Action State Action State Action
Set Up
Idle Ready Idle None Idle None
- RFD
£
'E No
o | Resources Set Up -
& due to no Ready RFD Prohibited | N/A Idle None
> | RFDs
(]
=
g Suspended | Ready gle:tDUp Ready gle:tDUp Idle None
§ Start
2 | Ready Prohibited | N/A Prohibited | N/A Idle Discard -
o RNR
Interrupt
Idle Idle Reduest 1 idie None Idle None
> No No
£ | Resources | Resource | Request o
'E due to No due to No | Start Prohibited | N/A Idle None
S RFDs RFDs
14
= | Suspended | Suspend Request Suspend Request Idle None
e Start Resume
5 Abort
<
2 st
- - ar
Ready Prohibited | N/A Prohibited | N/A Idle Discard -
RNR
Interrupt
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Frames arrive at the device independent of the state of the RU. When aframe s arriving, the 8255x
isreferred to as actively receiving, even when the RU is not in the ready state and the frameis
being discarded.

Software can affect RU operation in three ways: by issuing an RU control command, by setting bits
inthe RFD. In general, software can cause the RU to do the following:

* Start frame reception.

* Resume reception if the RU isin the suspended state.

¢ Abort reception immediately and return to the idle state.

* Stop reception after a specified RFD isfilled (frame received). This RFD is referred to by the
8255x asthe last RFD on the list.

¢ Suspend reception after aspecified RFD isfilled (frame received).

The RU issues an interrupt after every received frame. The 8255x may issue two interrupts for one
frameif the RU is using header RFDs. There are two important points of time in frame reception:

* Acceptancetime. Thisisthetime after an RU command isissued by software (written to the
SCB command byte). It iswhen the RU reads the control command, takes initial action, and
clearsthe SCB command byte.

* Completion of Reception. Thisisthetimethe RU finishes receiving or discarding an
incoming frame.

The RU usesan internal RU start request flag to remember RU start requests from acceptance time
that are to be acted on at completion of reception. The RU starts analyzing the command at
acceptance time after the CU has passed the control command to the RU and finished accepting its
own control command. The SCB RU control field can take one of the following values:
RU_START, RU_ABORT, or LOAD_HDS.

RU Start Command

For the RU start (RU_START) command, the CPU activates the RU for frame reception. At
acceptance time, the RU may or may not be actively receiving aframe. The RU performs the
following when it is actively receiving a frame when an RU_START command is accepted:

1. Readsthe RFA Offset word from the SCB and savesit internally as the pointer to the next
RFD.

2. Setstheinternal RU_START _REQUEST flag. When the current frame has been received or
discarded the RU goesto the Ready state and sets up the next RFD.

When an RU_START command is accepted, the RU performs the following sequence when NOT
actively receiving aframe.

Clearstheinternal RU_START _REQUEST flag.

Reads the RFA Offset word from the SCB and savesit internally as the pointer to the next RFD.
If the RU is not inthe READY state and the DMA did not transfer any data to the current RFD, it
does the following. It stops discarding, goes to the READY state, gives up the pre-fetched current

buffers, and sets up anew RFD. Setting up anew RFD uses the pointer to the next RFD to prepare
to receive the next frame.
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RU Resume Command

The RU Resume (RU_RESUME) command resumes frame reception. The RU performsthe
following tasks:

1. The RU goes to the ready state and configures anew RFD if the RU is in the suspended state
and not actively discarding aframe.

2. The RU sets the RU resume request flag if the RU isin the suspended state and the deviceis
discarding aframe.

3. The RU ignores the command if it is not in the suspended state.

RU Abort Command

The RU abort (RU_ABORT) command immediately stops frame reception and entersthe idle state.
1. The RU requests an RNR interrupt if the RU isin the ready state.
2. The RU stops all DMA activity and starts discarding incoming data.
3. Thedevicetransitionsthe RU to the idle state.

Updating SCB Status

The device updates the SCB status word when any of the following events occur.

1. When acontrol command is accepted. (The 8255x updates the SCB status and clears the SCB
command word to indicate that acceptance has completed.)

2. When the CU or RU changes state.
3. After receiving aframe.
4. When acommand with its| bit set is completed.

The device may first clear the SCB command byte and return at alater time to update new statusin
the SCB status byte.

Flow Control

The 82557 does not have any support for flow control. However, the 82558 and later generation
controllers support frame based (IEEE) flow control (FC). In addition, the 82558 al so supports a
proprietary PHY based mechanism for flow control (known as Bay flow control).

Flow control isimplemented as a means of reducing the possibility of receive buffer overflows,
which can result dropped received packets, and alows local control of network congestion levels.
This can be accomplished by sending an indication to a transmitting station of an almost full
receive buffer condition at areceiving station.
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PHY Based Flow Control

The 82558 supportsthe PHY based flow control scheme known as the “Bay Flow Control”
scheme. This schemeis supported only when the 82558 is operating using itsinternal PHY TX
unit. It is not supported when an external PHY is used through the M11. The Bay Flow Control
scheme is activated by setting bit 15 in M1 register 16 in the 82558 PHY TX unit.

The 82558 generates flow control pause indications according to the number of bytesinitsreceive
FIFO. This pause indication tells the 82558's link partner to pause (or delay) future transmissions
to alow the 82558 some time to empty itsreceive FIFO. The threshold at which the 82558 triggers
the pause indication is determined by the flow control threshold register. PHY based flow control
should not be used at the same time as frame based flow control.

Since frame based flow control is an |EEE 802.3x standard, it is recommended that software use
the frame based FC method instead of PHY based FC.

Frame Based Flow Control

The 82558 and later generation devices support the frame based flow control scheme as specified
in the IEEE 802.3x standard. Frame based flow control operates independently of the PHY. Thus,
this method is supported with either the 8255x (except the 82557) internal PHY or an external
PHY.

These devices also support a priority aware flow control scheme, which is a non-standard variation
of frame based flow control and is described later in Section 6.6.3, “ Priority Aware Frame Based
Flow Control”.

Frame based flow control should be negotiated with a device'slink partner. This is accomplished
through the N-Way auto-negotiation algorithm. To advertise frame based FC capability, the device
should have their pause operation for full duplex (FDX) links bit set in the auto-negotiation
advertisement register (MDI register 4, bit 10 [Section 7.2.4, “ Auto-Negotiation Advertisement
Register: Register 4"]). A device should enable the pause functionality only if both the local device
and the link partner advertise this capability and the negotiated link utilizes a FDX technology
(regardliess of datarate).

The 82558 defaults to advertising that it is not capable of FDX FC. The 82559 defaults to
advertising that it is capable of FDX FC. To enable this feature on the 82558, software needs to
configure the corresponding bit in the ability advertisement register and force re-negotiation.

Protocol Description

| EEE 802.3x flow control (FC) is defined as point to point flow control. This means that it is
relevant only for two devices connected by a dedicated link. Thisform of flow control is
implemented in full duplex only. It includes a set of commands (and indications) for stopping and
re-starting frame transportation between the two connected devices. The commands are encoded
into special frames.

Flow control frames are the minimum Ethernet frame length (64 bytes). The flow control frame
includes the following fields:

Special DA (6 bytes), SA (6 bytes), Type (2 bytes), Command (2 bytes), Parameters (2 bytes),
Pad (42 bytes), CRC (4 bytes).
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Table 54. Flow Control Frame Format

S one byte
Pre-amble up to 6 bytes
SFD one byte

Destination
Address 6 bytes

Source Address | 6 bytes

Type/Length 2 bytes

MAC Control
Opcode 2 bytes
MAC Control
Parameters
FCS 4 bytes
T one byte

A flow control frame isidentified by a special type field (bytes transmitted left to right): 88 to 80.
The reception of a FC frame can be done either through the regular individual address filtering
mechanism or by a special multicast address detection mechanism. Since the transmitting MAC
may not know the individual address of the other station, it may not be able to send FC frames to
the individua address of the other node. A special multicast destination address is defined for use
in FC frames. Special addressfiltering is used to receive frames addressed to that multicast
address. The address is (bytes transmitted |eft to right): 01-80-C2-00-00-01.

Pause Operation

When a station’s receive buffer reaches a high watermark (running out of storage space for
incoming packets), it may send itslink partner a pause frame (also known as an XOFF frame).

When the station receives the pause request, it stops transmitting for a number of slot times as
specified by the time parameter in the pause frame. The time parameter is a 2 byte field.

The reaction time for a transmitting station (the congester) is 512 bit times from the end of the
received pause frame. If the congester istransmitting when the time expires, it should complete the
transmitted frame. The congester should not start transmitting a frame after the 512-bit time period.
Transmission isrestarted upon expiration of the pause timer or upon reception of a pause request
with atime parameter of zero (also known as an XON frame).

Flow Control Functionality

The 82557 does not support flow control functionality.
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Flow control is set by three configuration bits: one for transmit and two for receive flow control.
The default setting is off (Section 6.4.2.3, “Configure (010b)"). Software can interrogate the N-
Way registersto determine whether to turn it on. Flow control cannot be activated by auto-
negotiation alone.

The 8255x (except the 82557) provides status information to software regarding flow control. If the
deviceis currently paused from sending frames or if it is sending a pause frame, it setsan
indication in the flow control register. The device also has statistical countersthat count the number
of pause requests sent and received (Section 6.3.2.4, “ Statistical Counters”).

Transmit Flow Control

In FC mode, the controller receives FC framesindependently of the state of the receive FIFO. This
allows other stations to put pressure on the device. Thereceived FC frameis passed to the FIFO
only if it is configured for this (according to the reject FC bit, Section 6.4.2.3, “Configure (010b)”)
and only if thereisroom for it. The reject FC bit causes the device to reject frames sent to the
specia FC multicast address. However, if the FC frame was destined to the device individual
address, the frame s passed to the FIFO regardless of the reject FC bit.

After a pause request isreceived, a 16 bit count down register is loaded with the time parameter
valuethat was in the pause frame. The counter decrements each slot time and stopswhen it reaches
zero. Upon receiving another pause frame, the device reloads the counter with the new time
parameter.

If the value of the counter is not zero, transmission of future frames is inhibited. This does not
interfere with the current transmission. The currently transmitted frame is completed and further
transmits are paused. This does not prevent the device from transmitting FC frames itself if it is
required to.

Receive Flow Control

In FC mode, the controller detects potential overrun conditions and sends a pause frame to the
other node. The transmission of the pause frame occurs after the current transmit is completed
(thereis no immediate termination of transmissions).

The time parameter for the pause frame assembly is based on a pre-configured value that comes
from the configure command.

The prediction of overruns occurs through detection of athreshold crossing in the receive FIFO, as
defined in Section 6.3.8, “Flow Control Register”. When the receive FIFO isfilled beyond
threshold value, a pause command is sent (with the pre-configured time value). Once a predicted
overrun is detected, the device remainsin the congested state until the receive FIFO is absol utely
empty (no bytes in the receive FIFO).

The device has two additional configurable modes that affect transmit flow control. These modes
are “ReStop” and “ReStart” and are detailed below:

* ReStop. The controller has sent a pause command. Just before pause time (sent by the device)
expires, if the receive FIFO is not empty, the device sends another pause command. The
additional pauseissent so that it is assured to reach the congester before the pause time
expires.

* ReStart. The controller has sent a pause command. When the receive FIFO isempty, an XON
(PAUSE(0)) command is sent. The same mechanism used for sending pause commandsis used
for sending pause (time equals 0) commands. In this mode, the device sends a pause command
and waits for the receive FIFO to empty. When it is empty, the device sends an XON command
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immediately. If the pause time (from the device) has expired, the controller starts monitoring
the FIFO again to determine if anew pause command should be sent.

The two modes, ReStop and ReStart, can be used together. The controller sends a pause command.
If the receive FIFO is empty, the device sends an XON command. If the time-out interval is
exceeded, it sends another pause command.

In the ReStop mode, after the 8255x (excluding the 82557) transmits a pause command, the device
may be required to extend the pause time by sending subsequent pause frames. The device is
required to send subsequent pause commands far enough in advance to insure that it reaches the
congester before its own timer expires. To achieve this, the device needs to attempt to transmit the
pause command more than 27 slot times before the timer expires. These 27 slot times account for
the time period required to transmit the pause command (1 slot time), the propagation delay (1 slot
time), the congester’s reaction time (1 slot time), and a possible delay in the transmission of the
pause command due to the transmission of adataframe (up to 24 slot times). To guarantee thistime
delta, the device driver needs to set the FC delay configuration value with its least significant 5 bits
exceeding 27. The controller ignores these 5 bitsin its internal counting. In order to guarantee that
the time deltais sufficient to prevent transmission from the congester, it is recommended to set the
least significant bitsto 1Fh (31 decimal).

If the pre-configured value is less than 32, then:

* In ReStop mode (or both modes active), the device sends pause commands continuously until
itsreceive FIFO is empty.

* In ReStart mode, the device sends one pause command without any following X ON
commands.

Two examples are presented below:
Example 3. Configured “FC Delay” (011Fh)

— Send a pause command with 011Fh (287 decimal) slot time parameter.
— Load counter with 100h (256 decimal) value.

— ReStop Mode: After 256 dlot times, if the FIFO is not empty, send another pause
command.

— ReStart Mode: When the FIFO isempty (presumably before 256 slot times), send an XON
command.

Example 4. Configured “FC Delay” (0017h)

— Send a PAUSE command with 17h (23 decimal) slot time parameter.
— Do not load the counter.

— ReStop Mode (not recommended): If the FIFO is not empty, send another pause command
immediately (this will saturate the link).

— ReStart Mode: Nothing further should be done.

For convenience, flow control related configuration bits (Section 6.4.2.3, “Configure (010b)”
contains more detail) are described in the table below:
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Flow Control Configuration Bits

Configuration Byte

Name Map Location Description Default
Transmit FC | Byte 19, bit 2 IEEE frame based transmit flow control. 0 (on)
Sggf;‘:te FC Byte 19, bit 4 IEEE frame based receive flow control - ReStart mode. | 0 (off)
Sggfé‘:)e FC Byte 19, bit 3 IEEE frame based receive flow control - ReStop mode. | 0 (off)

When this bit is set, FC frames will not be passed to

Reject FC Byte 19, bit 5 the receive FIFO like regular frames.

0 (off)

Byte 16, bits 7:0 (LSB) This is the slot time delay number used for the time
FC Delay " ) parameter in the assembly of pause frames (for 4000h
Byte 17, bits 7:0 (MSB) | pausing the other node transmissions).

Priority Aware Frame Based Flow Control

The 82558 and later generation controllers have the ability to respond to priority aware frame
based flow control frames. Their operation relates to multiple queues.

Priority Flow Control Operation

The 82558 and later generation controllers can receive two types of flow control frames:
* Pause. The normal |EEE pause frames that stop al transmission (as discussed above).

* Pause Low. Thisisanew low priority pause frame that stops only the low priority queue

(LPQ).

When the device receives a pause frame, it stops all transmission at the CSMA level asdefined in
|EEE draft standard 802.3x.

When the controller receives a pause low frame, it stops transmitting the L PQ at the micromachine
level. When a pause low flow control frameis received, the device continues to transmit all frames
in its transmit FIFO. When the device is used with priority aware FC it isrecommended that the
two frames in FIFO configuration bit is set so that the number of framesisno more than two.

The 82558 and 82559 do not transmit pause low frames.

When the device receives aflow control frame (either a pause frame or apause low frame), this
frame overrides any flow control frame previously received. If the device was paused dueto a
pause frame and it receives a pause low frame, it starts transmitting high priority frames (and any
low priority packets that were in the transmit FIFO). If the device was paused low due to a pause
low frame and it receives a pause frame, it stops transmitting high priority framesimmediately.

The pause and pause low frames do not affect the device's CU state (as reflected in the CUS field
in the SCB).

Flow Control Frame Format

The pause and pause low flow control frames share the same frame format. Table 54 on page 110
illustrates aflow control frame.
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Thepriority field isthe field that differentiates between pause and pause low frames. Only the three
least significant bitsin this byte are considered. These three bits are compared to the FC priority
threshold configuration field:

¢ If thereceived valueisequal to or less than the configured value, the frame is a pause frame.
¢ If thereceived value is greater than the configured value, the frame is a pause low frame.

This scheme enables the link partner to support up to 8 different priority queues. If aqueueisfull,
the link partner should send a FC frame with the number of the queue in the priority field. The
deviceis guaranteed to stop transmitting to that queue and lower priority queues.

Some examples are listed below:

¢ Assume the configured FC priority threshold value is 4 (100b).
Any FC frame with the values 000b through 100b in the priority field will cause the deviceto
pause (stop all transmissions). Any FC frame with the values 101b through 111b in the priority
field will cause the device to pause low (stop only transmissionsin the LPQ).

¢ Assume the configured FC priority threshold value is 0 (000b).
Any FC frame with the values 000b in the Priority field will cause the device to pause (stop all
transmissions). Any FC frame with the values 001b through 111b in the Priority field will
cause the device to pause low (stop only transmissionsin the L PQ).

* Assume the configured FC priority threshold value is 7 (111b).

Any FC frame with any value in the priority field will cause the device to pause (stop all
transmissions). Thisis the IEEE compliant mode.

Half Duplex Flow Control

The 82558 and 82559 support frame based flow control frames in both full duplex and half duplex
switched environments. It is not intended for flow control to be enabled in ashared media
environment. A flow control frame may encounter a collision in half duplex and will be
retransmitted after the backoff time. Wait After Win (described in Section 6.7, “ Collision Backoff
Modification in Switched Environments”) guarantees that the flow control frame will be
transmitted within a bounded delay.

Collision Backoff Modification in Switched
Environments

The 82558 and 82559 support a modification of the CSMA/CD backoff agorithm named “Wait
After Win” (WAW). When WAW is enabled, the device extends the interframe spacing gap to one
slot time after the successful retransmission of aframe that previously encountered a collision.
WAW is activated by a separate WAW configuration bit.

The WAW feature, combined with the “Half Slot Time BackOff” feature in the switch, guarantees
that any collision that occurring on a dedicated half duplex link will be resolved after the first
collision.
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Intel Fast Ethernet adapters all have a physica layer (PHY) component that interfaces the network
adapter to the wire. The MAC component of the adapter interfacesto the PHY component viathe
|EEE Media Independent Interface (MI1). Sometimes it is necessary for software to access these
PHY registersto properly configurethe PHY. The Management Data Interface (MDI) in the 82557,
82558 and 82559 allows communication across the M1 busto registers on these PHY s.

For 100M bps applications, the 82557 contains an IEEE MI1 compliant interface to the Intel 82555
physical layer device (or other M1l compliant PHY s) which allow connections to both 10Mbps and
100M bps networks. The 82558 and 82559 contain an embedded 82555 module. Software still
communicates with the embedded 82558 through the MDI port. The MDI register sets for severa
different PHY's, including the 82555, are included in Section 7.2, “MDI Register Set” on the
Physical Layer Interface.

PRO/100B adapters use both Intel (and third-party) PHY sthat support 10BASE-T, 100BASE-TX,
and/or 100BASE-T4 physical layers and are capable of auto-negotiation. The PHY module on the
PRO/100B adapter is a separate discreet component from the 82557. There are different versions
and generations of the PRO/100B that use different PHY s. Because certain vendor-specific
programming hooks may be required to fully support various PHY's, software should determine at
runtime which specific PHY is on the PRO/100B adapter being driven (Section 8.1.2, “PHY
Detection and Initialization” contains more details).

PRO/100+ adapters use the 82558's embedded 82555, which supports auto-negotiation, 10BA SE-
T, and 100BASE-TX. The 82559 also contains an embedded 82555. Although the PHY is
embedded in the 82558 and 82559, software still accesses the PHY viathe MDI interface in the
manner that software uses on 82557 based adapters.

This section includes information on M DI, the 82555 MDI register sets, and auto-negotiation (N-
Way) functionality. It also includes information for items specific to working with the 82555 TX
PHY aswell as the 82558 and 82559 embedded PHY s.

Management Data Interface (MDI)

The 82553, 82555, and other Ml compliant devices provide status and accept management
information viathe Management Data | nterface (MDI). Thisis accomplished viaread and write
operationsto various registers according to the IEEE 802.3u M1 specification. A read or write of a
particular register is called a management frame, which is sent serially over the MDIO pin
synchronous to MDC. Read and Write cycles are from the perspective of the controller. Therefore,
the controller would always drive the Start, Opcode, PHY Address and Register Address on to the
MDIO pin. For awrite, the controller would also drive the transition bits and the data. For aread,
the PHY drives the transition bits and data onto the MDIO pin. The controller should drive address
and data on the falling edge of MDC and the PHY latches that data on the rising edge of MDC. In
an application where only one PHY ispresent, the PHY usesadefault PHY address of 00001b. The
management frame structure is as follows:
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Figure 26. Management Frame Structure

Start Opcode PHY Address | Register Address | Transition Data
READ <01><10> | <AAAAA> <RRRRR > <Z0> 16 Bits
WRITE <01><01> | <AAAAA> <RRRRR > <10> 16 Bits

This structure allows a controller, or other management hardware, to query the PHY for the status
of the link or configure the PHY to one of many modes. The next section discusses the MDI
registers.

7.2 MDI Register Set

The generic MDI register set is defined as follows:

Table 56. MDI Register Set

Register Address Register Name and Function

00000 Control Register (MDI Standard Register)
00001 Status Register (MDI Standard Register)
00010 PHY Identification Register (Word 1)

00011 PHY Identification Register (Word 2)

00100 Auto-Negotiation Advertisement Register
00101 Auto-Negotiation Link Partner Ability Register
00110 Auto-Negotiation Expansion Register
00111-01111 Reserved

The Intel® 82555-specific (and thus 82558 and 82559 specific aswell) MDI registers are listed in
the table below. (These registers also apply to the 82558 and 82559.)

Table 57. 82555 MDI Register Set

Register Address Register Name and Function

10000 Status and Control

10001 Special Control

10010 Clock Synthesis Test and Control

10011 100BASE-TX Receive False Carrier Counter
10100 100BASE-TX Receive Disconnect Counter
10101 100BASE-TX Receive Error Frame Counter
10110 Receive Symbol Error Counter

10111 100BASE-TX Receive Premature End of Frame Error Counter
11000 10BASET Receive End of Frame Error Counter
11001 10BASE-T Transmit Jabber Detect Counter
11010 Equalizer Control and Status

11011 Special Control
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Theindividual registers are defined in the following subsections using the following conventions:

R: Read

W: Write

RO: Read only
SC: Self clearing

The default values listed for the 82555 registers aso apply to the registers in the embedded PHY

modules of the 82558 and 82559.

Control Register: Register O

Bit Name R/W Description Default
R/W 1 =PHY reset
15 Reset ) 0
SC 0 = normal operation
1 = loopback mode
14 Loopback R/W P . 0
0 = normal operation
1 =100 Mbps
13 10/100 R/W 1
0 =10 Mbps
L 1 = Enable Auto-Negotiation
12 Auto-Negotiation Enable | R/W . o 1
0 = Disable Auto-Negotiation
1 = power down
11 Power Down R/W . 0
0 = normal operation
1 = electrically isolate PHY from MilI
10 Isolate R/W . 0
0 = normal operation
. . R/W 1= Restart the auto negotiation
9 Restart auto configuration ) 0
SC 0 = Normal operation
1= Full duplex
8 Full/Half RIW P 1
0 = Half duplex
7 Collision Test Enable R/W 1 = enable the collision CDT test during loopback 0
6:0 Reserved R/W Written as 0, don't care on read 0
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Status Register: Register 1

Bit Name R/W Description Default

15 | T4 capable RO 1= T4 capable 0
P 0 = Not T4 capable

1= TX full duplex capable
14 TX full duplex capable RO 1
0 = Not TX full duplex capable

1 = TX half duplex capable
13 TX half duplex capable RO 1
0 = Not TX half duplex capable

12 10BASE-T full duplex RO 1 = 10BASE-T full duplex capable 1
capable 0 = Not 10BASE-T full duplex capable

1 10BASE-T half duplex RO 1 = 10BASE-T half duplex capable 1
capable 0 = Not 10BASE-T half duplex capable

10:6 Reserved RO These bits are reserved and written as 0. 0

i iati 1 = Auto-negotiation complete

5 Auto-negotiation RO ¢} att p Sticky bit

complete 0 = Auto-negotiation not complete

1 = Remote fault detected
4 Remote fault detect RO 0
0 = Remote fault not detected

3 Auto-negotiation abilit RO 1 = Auto-negotiation enabled 1
uto-| iati ili .
g y 0 = Auto-negotiation disabled

2 Link Status (LINKFLT) | RO 1= Valid link Sticky bit
! us ( 0 = Invalid link y

1 = Jabber condition detected
1 Jabber Detect (JABFLT) RO 0 = No jabber condition detected Sticky bit
NOTE: This bitis only valid in 10 Mbps mode.

- 1= Extended register capabilities
0 Extended Capabilities RO . . . 1
0 = Basic register set capabilities only

Identification Registers: Registers 2 and 3

The 32-bit ID register provides a mechanism for software to determine which PHY is present. The
contents of these registers differ depending on the PHY. There are three values encoded in registers
2 and 3 that uniquely identify the PHY device:

¢ The OUI of the PHY manufacture.
¢ The model number of the PHY.
* The revision number of the PHY.

The OUI is a 24-bit manufacturer identification number. Only the least significant 22 bits of the
OUI are stored in the registers. The two most significant bits, bits 23:22, are fixed at 0. Bits 21:6 of
the OUI are stored in register 2 while the remaining bits of the OUI, bits 5:0, are stored in bits
15:10 of register 3. (The Intel manufacturer OUI number is“00AAQOh.”)

The model number is a 6-bit value assigned by the manufacturer identifying the PHY model. It is
stored in bits 9:4 of register 3. (The Intel PHY model number is“010101.")
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The revision number is a4-bit value assigned by the manufacturer identifying the PHY revision
number. The Intel devices use revision numbers “0000” through “0100.” The Intel 82558 has a
revision ID number of 0000b, and the 82559, 0100b.

The map below shows how the these three numbers (OUI, model and revision numbers) are
mapped into the MDI registers.

24-bit OUI Identification Number

oul
Manufacturer oul Model Revision
23:22 21:6 5:0
Intel 00AA00h 00b 00 0000 1010 1010 00b 00 0000b
Intel 82555 00AA00h 00b 00 0000 1010 1010 00b 00 0000b 010101b 0000b

The PHY identification register values are as follows:

MDI Identification Registers 2 and 3: PHY ID Encoding

MDI Register Intel 82555 Intel 82555 Intel 82555
9 (Revision 4) | (Revision 1) | (Revision 0)

Register 2 02A8h 02A8h 02A8h

Register 3 0154h 0151h 0150h

Auto-Negotiation Advertisement Register: Register 4

Thisregister contains the advertisement ability of the PHY. It is used by software to determine the
highest common denominator technology after the auto-negotiation process has finished. Any
changesto this register prior to auto-negotiation must be followed by setting the Renegotiate bit in

the Command register.

Bit Name R/W Description Default
Next page is not supported and this bit should be

15 Next Page R/W set to Ob. 0
This bit position in the transmitted code word is
used to indicate an acknowledge. It is set only by

14 Acknowledge RO the auto-negotiation logic after receiving three 0
consecutive and matching code words from the link
partner.
This bit indicates remote fault in the local station. It

13 Remote Fault R/W may be set by management to indicate the remote | 0
fault condition of the partner.

12:11 | Reserved RO These bits are reserved. 000
This bit indicates that Pause is supported by the 82558: 0

10 Pause RO local node. 82559 1

a This field indicates that 100BASE-T4 is supported
9 100BASE-T4 R/W by the local node. 0
8 100BASE-TX Full RIW This indicates that 100BASE-TX full duplex is 1
Duplex? supported by the local node.
a This bit indicates that 100BASE-TX is supported by
7 100BASE-TX R/W the local node. 1
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Bit Name R/W Description Default

This bit indicates that 10BASE-T full duplex is

_ a
6 10BASE-T Full Duplex RIW supported by the local node. L
Ta This bit indicates that 10BASE-T is supported by
5 10BASE-T RIW the local node. L
4:0 Selector Field RIW This field identifies the protocol supported. IEEE 00001

802.3 is indicated by a selector value 00001b.

a. During normal operation, the driver (management agent) does not need to change this register value. If a certain ability is not
advertised, the respective bit in the Technology Ability field must be cleared. A bit that is not supported by the device must
not be set within this field. Otherwise, the auto-negotiation protocol will be violated.

Auto-Negotiation Link Partner Ability Register: Register 5

This register holds the link code word captured from the link partner’s PHY (in other words, the
device at the other end of thelink segment). Itsvalue is valid only when the Auto-Negotiation
Complete bit is set in the Status register.

Bit Name R/W Description Default

15 Next Page RO Next page is not supported. 0
This bit indicates if a device has successfully

14 Acknowledge RO received the link code word from its link partner. 0
This bit identifies if the remote fault bit is set in the

13 Remote Fault RO received code word. 0

12:11 | Technology Ability Field RO These bits are reserved. 000
This bit indicates if Pause is supported by the link

10 Pause RO partner. 0

42 This bit indicates if 100BASE-T4 is supported by
9 100BASE-T4 RO the link partner. 0
8 100BASE-TX Full RO This bit indicates if 100Base-TX full duplex is 0
Duplex? supported by the local node.
Tva This bit indicates if 100BASE-TX is supported by
7 100BASE-TX RO the link partner 0
2 a This bit indicates it 10BASE-T full duplex is
6 10BASE-T Full Duplex RO supported by the link partner. 0
Ta This bit indicates if 10BASE-T is supported by the
5 10BASE-T RO link partner. 0
4:0 Selector Field RO gg;fnllfld contains the Selector value from the link 00000

a. During normal operation, the driver (management agent) does not need to change this register value. If a certain ability is not
advertised, the respective bit in the Technology Ability field must be cleared. A bit that is not supported by the device must
not be set within this field. Otherwise, the auto-negotiation protocol will be violated.

NOTE: The Auto-Negotiation Link Partner Ability Register is read only.

Auto-Negotiation Expansion Register: Register 6

Register 6 contains supplemental information used by the auto-negotiation process.
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Bit Name R/W Description Default
15:5 Reserved RO These bits are reserved and should be set to 0. 0
1 = More than one of the 10BASE-T, 100BASE-TX,
4 parallel Detection Fault RO or 100BASE-T4 PMAs detects a valid link. 0
arallel Detection Fau
0 = One or zero of the 10BASE-T, 100BASE-TX, or
100BASE-T4 PMAs detects a valid link.
3 Link Partner Next Page RO 1 = Link partner supports Next Page. 0
Able 0 = Link partner does not support Next Page.
1 = Local device supports Next Page.
2 Next Page Able RO . 0
0 = Local device does not support Next Page.
1 =Three identical and consecutive link code words
1 Page Received RO have been received. 0
1V
g 0 =Three identical and consecutive link code words
have not been received.
0 Link Partner Auto- RO 1 = Link partner supports auto-negotiation. 0

Negotiation Able

0 = Link partner does not support auto-negotiation.
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Intel 82555 Specific Registers

The Intel MAC/PHY silicon devices (82558, 82559, 82550, and 82551) use the 82555 as the base

for their integrated PHY units. Therefore, the information contained in this section and the
following subsections apply to the all 8255x Fast Ethernet controllers except the 82557.

Status and Control Register: Register 16

Bit

Name

Description

Default

15

Flow Control

RW

1 = Flow control enabled.

0 = Flow control disabled.
NOTE: This bit should always equal 0 for the
82559.

14

T4 Enable

RW

This bit enable T4 when auto-negotiation is
disabled.

1 = Enable T4 technology
0 = Disable T4 technology

13

CRS Disconnect Control

RW

This bit controls the RX100 CRS disconnect

function in repeater mode.

NOTE: This bit should always equal 0 for the
825509.

0=DTE
1= Rptr

12

Reserved

This bit is reserved.

11

RCV De-Serializer In-
Sync Indication

RO

This bit is used as the 100BASE-TX RCV De-
Serializer In Sync Indication

10

100 Power Down

RO

This bit provides 100BASE-T Power Down
Indication.

1 = Power down
0 = Normal operation

10 Power Down

RO

This bit provides 10BASE-T Power Down
Indication.

1 = Power down
0 = Normal operation

Polarity

RO

This bit indicates 10BASE-T polarity.
1 = Reverse polarity
0 = Normal polarity

7:3

Reserved

These bits are reserved.

T4

RO

This bit is a result of the auto-negotiation process.

1=100BASE-T4.
0 =No 100BASE-T4

Speed

RO

This bit is a result of the auto-negotiation process.

1 =100 Mbps
0 =10 Mbps

Duplex

RO

This bit is a result of the auto-negotiation process.

1 = Full duplex
0 = Half duplex
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Special Control Register: Register 17

Bit Name R/W Description Default
1 = Bypass Scrambler
15 Scrambler Bypass RW ) 0
0 = Normal operation
1 = Bypass 4-bit to 5-bit
14 4/5 Bypass RwW . 0
0 = Normal operation
. 1 = Force H pattern
13 Force Transmit H Pattern | RW . 0
0 = Normal operation
. 1 = Force 34 pattern
12 Force 34 Transmit Pattern | RW . 0
0 = Normal operation
1 =100BASE-TX good link indication, forcing to
11 Good Link RW ASD output 0
0 = Normal operation
. 1 = Tri-state MDI interface
9 MDI Tristate RwW . 0
0 = Normal operation
8 Dynamic Power Down RW 1 = Disable Dynamic Power Down. 0
Disable 0 = Normal operation
Auto-Negotiation 1 = Auto-negotiation loopback
7 RW i 0
Loopback 0= Auto negotiation normal Mode.
6 Reserved This bit is reserved. 0
) 1 = Bypass filter
5 Filter Bypass RW . 0
0 = Normal operation
N 1 = Disable auto-polarity
4 Auto-Polarity Disable RW ) 0
0 = Normal operation
. 1 = Disable 10BASE-T squelch test
3 Squelch Test Disable RW . 0
0 = Normal squelch operation
2 Extended Squelch RW This bit indicates extended squelch control 0
1 = Disable link integrity operation
1 Link Integrity Disable RW o 9 .ty P ) 0
0 = Normal link integrity operation
1 = Disable jabber function
0 Jabber Function disable RW ! 0

0 = Normal jabber operation.
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Clock Synthesis Test and Control Register: Register 18

Bit Name R/W Description Default
RW Clock Synthesizer Shift command. One shot
15 Clock Timing signaling YS10ACLK domain.
SC Can be active only when bit 14 is ‘0
RW Clock Synthesizer load command. One shot
14 Clock Timing signaling YS10ACLK domain.
SC Can be active only when bit 15 is ‘0
13 Break Down Timer RW Logic 1 enables manipulate Break Down counter
Enable with phyal, phya4 and test high.
12 Equalizer Probe Mode Logic 1 enables the Equalizer output through the 0
Enable Speed LED.
u 10BASE-T Probe Mode AW iEzDEsnabIe 10BASE-T dig outputs through the o
Enable NOTE: This function is only present on the 82559.
10:8 Reserved These bits are reserved. 0
4:0 PHY Address RO This field contains the PHY address. 00001

100BASE-TX Receive False Carrier Counter: Register 19

Bit Name R/W Description Default
This register contains a 16-bit counter for false
carrier events. A false carrier event occurs when a
) . . RO frame that does not start with “JK” is detected.
15:0 Receive False Carrier SC When the counter is full, additional false carrier 0
events are not counted. This counter is self-clearing
on read.
100Base-TX Receive Disconnect Counter: Register 20
Bit Name R/W Description Default
This register contains a 16-bit counter for
disconnect events. The counter is incremented for
] . RO each frame detected in repeater mode that does
15:0 Disconnect Event SC not start with a “JK.” When the counter is full, 0

additional disconnect events are not counted. This
counter is self-clearing on read.
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7.3.6 100BASE-TX Receive Error Frame Counter: Register 21

Bit Name R/W Description Default

This register contains a 16-bit counter for receive
error frames. It is incremented for frames with a
RO receive error condition (frames containing a symbol 0
SC error or frames with a premature end of frame).
When the counter is full, additional error frames are
not counted. This counter is self-clearing on read.

15:0 Receive Error Frame

7.3.7 Receive Symbol Error Counter: Register 22

Bit Name R/W Description Default
This register contains a 16-bit counter and
. RO increments for each symbol error. The counter stop
15:0 | Symbol Error sC counting additional symbol errors when it is full. 0
This counter is self-clearing on read.
7.3.8 100BASE-TX Receive EOF Error Counter: Register 23
Bit Name R/W Description Default
This register contains a 16-bit counter and
. RO increments for each premature end of frame event.
15:0 Premature End of Frame SC It stops counting additional premature end of frame 0
events when it is full. It is self-clearing on read.
7.3.9 10BASE-T Receive EOF Error Counter: Register 24
Bit Name R/W Description Default
This register is a 16-bit counter that increments for
. RO each end of frame error event. The counter stops
15:0 End of Frame SC counting additional errors when it is full. It is self- 0
clearing on read.

7.3.10 10BASE-T Transmit Jabber Detect Counter: Register 25

Bit Name R/W Description Default

This register is a 16-bit counter that increments for
RO each jabber detection event. The counter stops
SC counting additional events when it is full. It is self-
clearing on read.

15:0 Jabber Detect
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Equalizer Control and Status Register: Register 26

Thisregister is used to control and monitor the operation of the 8255x PHY module equalizer
(excluding the 82557 since it does not have an integrated PHY unit). Bits 15:13 specify the
command, and bits 12:0 contain the data field for the command.

Bit Name R/W Description Default
15:0 Equalizer Control and RW Bits 15:13 contain the opcode command while bits
' Status 12:0 hold the command data.

Opcode Command (bits 15:13)

Command Data (bits 12:0)

000 NOP

001 Write to ASD configuration register
0

[12] Set zero command. Set value of bits 3:0.

[11:10] FSM high threshold transitions:
00 = FM: 2.19 ms; SM: 2.01 ms (0.5 ms - 2.03 ms)
01=2.19ms
10 = FM:2.19; SM:2.03 (0.5 ms - disabled)
11 = Disabled

[9:8] FSM low threshold transitions:
00 = FM: 1.83 ms; SM: 1.99 ms (0.5 ms - 1.97 ms)
01=1.83ms
10 = FM: 1.83 ms; SM: 1.97 ms (0.5 ms - disabled)
11=1ms

[7] Signal squelch force enable.

[6] Squelch signal forcing value.

[5] Reserved.

[4] Enable/disable zero forcing.

[3:0] Coded zero 0 through 15.

010 Write to ASD configuration register
1

[12:11] Reserved.
[10:9] TMD100 transition ration bits/LPF ratio:
00=05/6
01=05/5
10=0.25/6
11=0/6
[8:7] Signal detect 5-bit counter setting value:
00 =10h
01=18h
10=1Ch
11 = 1Fh
[6] Set signal detect counter command.
[5] Reserved.
[4] Disable lock adaptation mechanism.
[3:1] Reserved.
[0] Force test mode and activate LFSR register.
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Opcode Command (bits 15:13) Command Data (bits 12:0)

[9] Breakdown ASD counters.

[8] Selects signal detections or transitions.

[7:6] Slow mode adaptation time configure:
00 = 67 ms (default)

01=0.5ms
011 Write to ASD configuration register 10=16.8ms
2 11 =134 ms

[5] Signal detect force enable.

[4] Signal detect force value.

[3:2] Reserved.

[1] Disable signal detect high threshold value.
[0] Disable signal detect low threshold value.

[15:14] Reserved.

[13:11] ASD command/address register.
[10:9] TMD100 transition ratio bits.

[8:7] ASD state machine state.

[6] Lock adaptation signal.

[5] Signal detect.

[4] Squelch signal.

[3:0] Coded zero.

100 Read status register

Read cycle:
[15:0] Reflects the jitter register bits.
Write cycle:
101 Read jitter register [1:0] Selects the register lines reflected by read.
00 = Bits 15:0
01 = Bits 21:6
1x = Bits 26:11

Read cycle:
[15:0] Clock counter value.
Write cycle:
[0] Selects the window reflected by read.
0=15.0
1=2338

110 Read clock register

111 Reserved

7.3.12 Special Control Register: Register 27

Bit Name R/W Description Default

Bits 15:3 are reserved, and bits 2:0 are used for the

15:0 | Special Control Register | RW LED switch control.
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S:i(t)s ACTLED# Pin LILED# Pin
000 Activity Link

001 Speed Collision
010 Speed Link

011 Activity Collision
100 Off Off

101 Off On

110 On Off

111 On On

Auto-Negotiation Functionality

The PHY units of the 8255x devices (excluding the 82557) all support auto-negotiation (N-Way).
Auto-negotiation is an automatic configuration scheme designed to manage interoperability in
heterogeneous LAN environments. It allows two stations with “N” different modes of
communication to establish one common mode of operation. Upon power-up, auto-negotiation
establishes alink using one or more devices capable of auto-negotiating. An hub that supports
auto-negotiation can detect and automatically configure its ports to take maximum advantage of
common modes of operation without user intervention or prior knowledge by either station. The
possible common modes of operation are: 100BASE-TX, 100BASE-TX full duplex, 10BASE-T,
and 10BASE-T full duplex.

Description

Auto-Negotiation selects the fastest operating mode (in other words, the highest common
technology denominator) available to hardware at both ends of the cable. A PHY s capability is
encoded by bursts of link pulses called Fast Link Pulses (FLPs). Connection is established by FLP
exchange and handshake during initialization time. Once the link is established by this handshake,
the native link pulse scheme resumes (for example, 10BASE-T or 100BASE-TX). If only one end
of the twisted pair is auto-negotiation capable, then the FL P exchange fails and another scheme
called paralel detection is used to determine the link settings. A PHY reset, or management
renegotiate command (through the MDI interface), restarts the auto-negotiation process. To enable
auto-negotiation, bit 12 of the MDI Control Register must be set. If the PHY cannot perform auto-
negotiation, thishit isset to 0.

Since only one technology can be used at atime (after every renegotiate command), a prioritization
scheme must be used to ensure that the highest common denominator ability is chosen. Table 61
lists the technology ability field bit assignments. Each bit in thistable is set according to the PHY
capability. Table 62 lists the priority of each of the technologies.
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Table 62.
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Technology Ability Field Bit Assignments

Bit Setting | Technology

10BASE-T

10BASE-T Full Duplex
100BASE-TX
100BASE-TX Full Duplex
100BASE-T4

Reserved

Reserved

N o|loa|s~M|lW|IDN| ]| O

Reserved

Technology Priority

Priority Technology

100BASE-TX Full Duplex
100BASE-T4
100BASE-TX

10BASE-T Full Duplex
10BASE-T

| W[N]

To detect the correct technology, the two register fields are ANDed together to obtain the highest
common denominator. Thisvalue is used to map into a priority resolution table used by the MAC
driver to select the appropriate technology. The auto-negotiation process occursin the following
steps:

Receive 3 consecutive, matching code words.

Set acknowledge bit in transmit code word.

Receive 3 consecutive, matching code words with acknowledge bit set.
Transmit 6 to 8 more code words with acknowledge bit set.

Use priority table to determine operating mode.

o o~ w DR

FLP received from link partner is recorded in MDI register.

Parallel Detection

The key to auto-negotiation’s interoperation with installed legacy LANs isthe Parallel Detection
function. Parallel Detection can be used to determine what the line speed is if the link partner does
not support an N-Way (the FLP exchange is not supported) repeater or switch. Parallel Detection
works by passing the signals present on the receiver to the 100BASE-TX and 100BASE-T4 link
monitor functions. If one link monitor function indicates avalid link, then it connects that
technology to the media.

The 82555 PHY and the 8255x (excluding the 82557) PHY modules support N-Way and Parallel
Detection (in the event that their link partner does not respond to FLPS).
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Vendor-Specific PHY Programming

The Intel® PRO/100B adapters are designed to support Intel and third-party PHY s using TX and
T4 PHYs. The PHY swill be capable of auto-negotiation, but certain vendor specific programming
hooks may be required to fully support these PHY's. These issues are addressed in this section.

Intel 82555 TX PHY

The 82555 isa 100BASE-TX PHY that supportsall standard MDI registers described in
Section 7.2, “MDI Register Set” of this document.

The best method for software to detect the speed and duplex of operation for the 82555, assuming
it successfully completed auto-negotiation, is by reading bits 1 and 0 of MDI register 16 (10h).

82558 and 82559 Embedded PHY Unit

The embedded PHY used in the 82558 and 82559 supports all standard MDI registers described in
Section 7.2, “MDI Register Set” of this document. In addition, the embedded PHY module also
supports some registers and bits specific to the 82555 which are detailed above.

The best method for software to detect the speed and duplex operation of the 82558 or 82559,
assuming it successfully completed auto-negotiation, is by reading bits 1 and 0 of MDI register 16
(10h).
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PHY Stand Alone (PHYSA) Mode

Only the 82558 supports a special mode whereits PHY unit can be used with an external controller
through an Ml I-like interface. This modeis not fully M1l compliant and should be used with care.

The PHY Stand Alone (PHY SA) modeis enabled if the PHY SA bit (EEPROM word OAh, bit D4)
isset in the EEPROM. If thishit is set, the 82558 regards the FLD3 pin as a PHY SA input pin.
When this pin is asserted (high), the 82558 enters PHY SA mode in which:

* The 82558 Ml is enabled in PHY mode (TXD are inputs, RXD are outputs, etc.).
* The 82558 operates through thisMI| asif it isan 82555 in DTE mode.

* The 82558 CSMA unit isdisabled (has no clock).

¢ The PCI unit isfunctiona but is expected to be non-operational (isolated).

The MlI-like interface isintended for use with one on-board controller and may not meet the Ml|
timing specification. No additional PHY device (or MII connector) should be connected to thisMlI |
bus.

The CLK signal must be provided for at least 6000 clocks after Reset or Alternate Reset is de-
asserted. The Isolate signal isto be de-asserted and the Clock signal activefor at least 4 clocksif a
Reset signal or Alternate Reset signal isto be propagated into the 82558.

The 82558 is not automatically reset upon entering PHY SA mode. In PHY SA mode the Alternate
Reset pin affects only the PCI and CSMA units. It does not propagate into the PHY unit. The PCI
and CSMA should be reset by asserting the Alternate Reset pin.

The settings used by the PHY prior to entering PHY SA mode may not be supported by the external
controller (for example, full duplex flow control).

In PHY Stand Alone mode, atypical event sequenceisasfollows:
* RST# or ALTRST# is asserted.
* |SOLATE# should be asserted after at least 4 CLK clocks.
* The PCI bus may be stopped 4 CLKs after ISOLATE# is asserted (excluding CLK).
* RST#or ALTRST# is de-asserted, but CLK isstill running.
* The 82558 reads the EEPROM (6000 CLK clocks).
* The 82558 enters PHY SA enable state.
* PHY SA pin is asserted.
* ALTRST# should be asserted after at least 4 PHY clocks.

To exit the PHY Stand Alone mode, the following sequence of events occurs:
* PHYSA pin is de-asserted.
* ThePCI busis activated and CLK isvalid.
* |SOLATE# isde-asserted.
* RST# or ALTRST# or a software reset is recommended.
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Programming Recommendations 8

8.1

8.1.1

8.1.2

Adapter Initialization

The initialization code can be broadly split in the following code modul es:
* 8255x initidization
* PHY detection and initialization
* NOS specificinitiaization

The sample source code provides specific coding examples. A list of programming issuesto
consider is listed in the following subsections by code module.

8255x Initialization

¢ Thedeviceisinternally fully reset on power up. However, the adapter and the 8255x are not
fully reset after awarm reboot. Thus, it is recommended that the software issues a Port
Software Reset command before accessing the device.

Note: All Port commands cause a complete internal reset requiring software to re-
initialize the device.

* Theinterrupt mask bit (SCB Command word, Mask bit) is set to O after a compl ete reset,
implying that interrupts are enabled. It is software responsibility to ensure that thisbit is set to
disable interrupts after a Port command is issued and before polled mode commands are
executed.

¢ |f promiscuous mode is enabled, the following Configure command bits are also affected:
— SAVE BAD FRAMES. This feature should be enabled.
— DISCARD SHORT FRAMES. This feature should be disabled.
— PADDING. This feature should be disabled.
— STRIPPING. This feature should be disabled.

¢ [tisrecommended that all non-transmit action commands are executed in polled mode.
Software should maintain asingle list of transmit CBs and modify a CB to a non-transmit CB
when required. The 8255x supports dynamic CU Resume commands on non-transmit
commands; therefore, no checks are required before such a command is issued.

PHY Detection and Initialization

It is recommended that drivers support the Intel® 82503 and 82555 and the National
Semiconductor* DP83840 devices as well as the integrated PHY units of the 82558, 82559, 82550,
and 82551. In addition, a vendor specific routine should be executed immediately after PHY
detection to initialize specific registersin other third party PHY s (for example, the DP83840).
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8.1.3 NOS Specific Initialization

Software should be written so that NOS specific interface routines call lower level driver routines.
Thiswill enable code re-use.

8.2 Transmit Processing

Frame transmission is the most critical part of driver software, especialy in the server
environment. The 8255x supports dynamic chaining that allows frames to be chained to the active
transmit queue, even as the device processes frames in the queue. A simplified pseudo code flow
follows:

Get free TXCB  Set the S bit in the TXCB;
Set up other fields in the TXCB;
Reset S bit in the previous TxCB;
Wait for previous command to be accepted by the 8255x (SCB command = 0);
CU_RESUME

For dynamic chaining:

1. TxCBsshould beinitializedin astatic circularly linked list at initialization time. Subsequently,
software should not change these links. The 8255x remembers the next CB link if it suspends.
When anew CU Resumeisissued, it follows the link to the next CB without accessing host
memory to read the next link.

2. Thedevice can be configured to generate interrupts in one of 2 ways:

a. If the deviceisconfigured to generate CNA interrupts, an interrupt is generated when the
CU becomes inactive as aresult of entering the suspended state. If a CU Resume
command isissued, when the CU actively transmits the current last TXCB the 8255x re-
reads the current last TXCB S hit. If the Shit is still set, it ignores the CU Resume
command. If the bit is reset, it proceeds to execute the next TxCB.

b. If interrupts are not desired each time the CU suspends, the 8255x can be configured for
Cl interrupts. In this case, an interrupt is generated only when the CU encounters a TxCB
with the | bit set.

8.3 Frame Reception

The 8255x supports early receive interrupts only in the simplified memory model. It should be
noted that:

* The 8255x generates an interrupt when aframe is received from the wire. If early receive
interrupts are enabled, the first interrupt is generated after HDS bytes are deposited in host
memory and the second (final) interrupt is generated when the frame isfully received in
memory. Software cannot selectively disable these interrupts.

* AnRNRinterrupt is generated on the first frame that the device fails to transfer to host
memory due to a condition of unavailable resources.
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Interrupt Processing

The 8255x supports latched level triggered interrupts. Interrupts can be shared in the system if the
software and NOS support this mechanism. The SCB Command and Status words provide the
necessary interface for interrupt management. The Mask bit in the SCB Command word should be
set to 1 to disable interrupts at the adapter. Writing this bit to 0 re-enables adapter interrupts. The
device supports interrupts from multiple sources as defined by the interrupt status bits in the SCB.
If more than one interrupt source is active, the device interrupt will stay asserted until al bits are
acknowledged.

Another useful interrupt source is the Software Interrupt (SWI) bit. Setting this bit in the SCB
Command word generates an interrupt. Setting the corresponding bit in the SCB Status word de-
assertsthe interrupt line. Software that need to generate interrupt requests can use thisfeature.
However, if the Mask bit and SWI bit are set at the same time, the Mask bit takes precedence. The
SWI bit will cause an interrupt request to wait. As soon as the Mask hit is de-asserted, the interrupt
will propagate to the CPU.
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Wake-up Functionality A

Al

Note:

This appendix applies only to the 82558 and subsequent devices.

Wake-up functionality was first introduced with the 82558 A-step. This component is capable of
being brought out of apower managed stated by programming it to wake on reception of a packet
addressed to it, a multicast or broadcast packet, any received packet, or a Magic Packet*. These
wake-up capabilities are enabled through the Configuration Command bits.

This functionality was carried forward to the 82558 B-step and all subsequent Fast Ethernet
devices. However, the wake on reception of abroadcast packet was changed to wake on reception
of broadcasted ARP or VLAN ARP. The Configuration Command bits used to enable these wake-
up capabilities were also modified from the 82558 A-step. In addition, the 82558 B-step and all
subsequent silicon also support the ability to wake on link status change.

If the deviceisenabled, it notifies the system of awake-up packet event by asserting the PME# pin.
The PME enable bit islocated in the PMCSR. It is system responsibility to ensure that thisbit is set
only when the deviceisinthe D1, D2, or D3 states (as required by the PCI Power Management
Specification). After awake-up event, the PME status bitsin the PMCSR and CSR are set
regardless of the value of the PME enable bit.

There are two types of wake-up events: reception of awake-up packet and alink status event. The
detection mechanism for wake-up packets (packet filtering) is further categorized by fixed packet
filtering implemented by the hardware in the CSMA unit and flexible packet filtering implemented
by the loadable microcode.

Wake-up Capability

The device uses three different mechanisms to wake the system up:
1. Fixed packet wake up. Thisisimplemented in hardware using the clock driven on the X1 pin.

2. Flexible packet filtering. Thisisimplemented in the loadable microcode using the PCI CLK
pin as clock. (The discussion of microcode is beyond the scope of this document.)

3. Link status change event.
The device is able to detect fixed packet and link status wake-up events to the system if power is

supplied to the device. This may be the main PC power supply or an auxiliary power supply that is
active whenever the system is plugged in.

The ability to use loadable microcode for flexible frame filtering requires a valid clock on the PCI
CLK pin. Thismay bethe CLK signal from the PCI bus or other valid clock signal connected to the
device clock pin while the system isin low power mode.

The following table describes wake-up capabilitiesin different combinations of power supply and
clock:
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Eétlgz:nkal Auxiliary Fixed Filtering Flexible Filtering Link Status PI\/I_E Support

Circuit Power Wake Up? Wake Up Change Wake Up in PMC
No No D1, D2, D3h D1 D1, D2, D3h 01111b
No Yes D1, D2, D3h, D3¢ D1 D1, D2, D3h, D3¢ 11111b
Yes No D1, D2, D3h D1,D2,D3h D1, D2, D3h 01111b
Yes Yes D1,D2, D3h, D3c D1, D2, D3h, D3c D1,D2, D3h, D3c 11111b

A.2

A3
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Note:

a  Ifthe PME enable bit is set in the DO state, the device will assert PME# for every wake-up event. It is BIOS
responsibility to disable PME#in DO.

Low Power Modes

The device wake-up capabilities require internal PHY and CSMA blocks to be fully active. When
the controller is set into the D2 or D3 power state and wake up is disabled, the internal PHY and
CSMA units are set into low power modes. In this mode, the device loses the link connection. In
D1, the PHY and CSMA units are dways active.

Placing the device into low power mode (D2 or D3 power state) with the PME enable bit cleared
immediately turns off the internal PHY unit. Setting the PME enable bit while the controller isin a
low power state will power up the internal PHY and establish link connection. If the wake up on
link status change feature is enabled, the 82558 (or later generation controller) will wake up the
system. To prevent the above scenario, the PME enable bit should be active before the deviceis set
into low power mode.

Power Management Context After Reset

The controller has two hardware reset signals that are both active low:
¢ RST#. Thisisthe PCI bus reset, which is active on power up of the PCI power source.

¢ ALTRST#. Thisisthe power on reset (POR) and is active on power up of the auxiliary power
source. It is connected to the system auxiliary power good signal.

The PCI Power Management Specification requires that the PME status and PM E enable bitsin the
PMCSR will not be cleared by PCI RST# if the function supports wake up from the D34 state. If
the device samples link status (LISTAT) at O after a hardware reset, it assumes that an auxiliary
power sourceis used and wake up from D34 is possible. In this case, assertion of RST# does not
clear these bits.

In order to support Wake on LAN (WOL) mode (preboot wake up), the controller should be able to
generate a wake up event without any software configuration, including PCI power management
configuration. In this scenario, the default configuration of the power management bits should
enable wake up after a hardware reset. The auxiliary power support indication is used to set these
bits after reset.
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A3.1

A.3.2

A.4

Wake-up Functionality

Auxiliary Power Support

The LISTAT signal should be O after a hardware reset. For WOL mode, the default value after
power up reset (ALTRST# is asserted) of the PME enable and status bits are:

PME_Enable= 1 (wake up is enabled)

PME_status = 0 (no wake-up event)

Since the OS/BIOS expect unknown values in these bits after power up, they will clear both bits
using PCI configuration command. If WOL mode is enabled, the device will wake up the system
when it receives a Magic Packet* after power up without any need for software interaction.

Auxiliary Power Non-support

If the system does not support and auxiliary power source, LISTAT isfloating after a hardware
reset. In this case wake up from D3 is not supported. Both the PME enable and status bits
should equal O after any hardware reset. To enable the WOL functionality, the PME enable bit is
bypassed if WOL mode is enabled and auxiliary power indication is not active (same as 82558A).

The table below summarizes the PM E enable and status bits default values and propertiesin
different configurations.

Aol power | o i | PE Enable | PUE Siats | rorycieas | PUEETDI
LISTAT) (EEPROM) | ALTRST#) | (ALTRST#) | PitSt00? | ke-up event?
No 0 0 0 Yes No
No 1 0 0 Yes Yes
Yes X 1 0 No No
NOTE: When the WOL bit in the EEPROM is set and auxiliary power is not supported, the PME enable bit is

always ignored regardless of the wake-up event type.

Fixed Packet Filtering

Fixed packet filtering includes the wake up capabilities implemented in the hardware with a pre-
defined fixed pattern. It includes Address Match packets, Magic Packets, and ARP packets. The
device filtersal incoming frames, monitoring for one of the packet types mentioned, regardl ess of
the power state. Each fixed filter can be enabled using the configuration command. When the
corresponding filter bit is enabled, the device asserts PME# for frames passing the filter with a
correct CRC value. This filtering mechanism is active when power is supplied to the device with or
without an active clock on the PCI bus.

Any packet that passes address filtering is transferred to the internal micromachine. The
micromachine may store or further analyze the packet if the following conditions are met:

¢ Loadable microcode for analyzing and storing the packet in the micromachine resourcesis
active,

* Theclock signal is active on the PCI CLK pin. This may be the PCI bus clock or any other
clock generated by an external clock switching circuitry.
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A4l

A.4.2

Note:

A.4.3
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Note:

Magic Packet*

The 82558 and later generation controllers (except the 82559ER) are capable of generating awake-
up event upon reception of a Magic Packet. Thisfeature is enabled by setting a bit in the
Configuration command.

Address Matching

The controller may be configured to wake up the system on any packet that passes the Individual
Address filtering or the multicast address filtering. The wake up enable control is done by the
individual address match wake enable bit and the multicast match wake enable bit of the
configuration structure.

The 82558 B-step has the following modifications:

¢ Address match wake up depends on two configuration bits:

— Bit 0in Byte 19 of the configuration structure changed itsrole from Address Wake Enable
to |1A Match Wake Enable.

— Bit 7 in Byte 9 of the configuration structure is MC Match Wake Enable.

* Regardless of the power management event configuration, packets that pass address filtering
are transferred to the micromachine for either storage or further processing if the clock signa
is active on the PCI CLK pin.

* The 82558 B-step will not wake up the system on a broadcast address match (except for ARP
frames and frames that match the flexible filtering definition).

ARP Packet Filtering

Address Resolution Protocol (ARP) isused for MAC address resolution of a machine. This
protocol generally precedes any |IP transaction. The controller can wake up the system when an
ARP frameis received if configured by the ARP Wake Enable (ARP_Wake En) configuration bit.

The broadcast disable configuration bit should equal 0 (broadcast enabled).

The 82558 and 82559 devices are capable of handling 802.1q VLAN headersif they are configured
by the VLAN ARP configuration bit. If thisbit is set to 1, the devices can handle ARP frames with
or without a4-byte VLAN header. If it is set to 0 (default), only ARP frames without the VLAN
header passthefilter. Multiple | P addresses are not supported by the fixed ARP filter. However,
they can be handled through flexible filtering.

The controller needs to be configured with the 16 least significant bits of the IP address
(IP_Address configuration word) if ARP filtering is enabled.

The ARP frame format isillustrated below.

Offset Hexadecimal Pattern Description

0-5 FF, ... FF Broadcast destination address
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Offset Hexadecimal Pattern Description
12 0806 Protocol type (0806 = ARP)
21 01 ARP opcode (01 = request)
38 X1, ... X4 A sequence of 4 bytes, which is the requested IP address
Ethernet Type Il frame Ethernet Type Il frame with VLAN type
msb Isb msb Isb
zgjfe”:stion FF |FF |FF |FF |FF |FF 233?::‘5“0” FF |FF |FF |FF |FF |FF
Source Source
Address Address
e o oo o,
Data 14 .?;":‘)’:e 06 |08
01 18 Data 18
22 01 22
26 26
30 30
34 34
IP address | x4 x3 X2 x1 38 38
42 IP address | x4 x3 X2 x1 42
46 46

The controller only filters the shaded fields in the frame format above. Only the two low bytes of
the IP address are compared. The controller does not check for VLAN type (any frame with type
different than 0806 is treated asaVLAN frameif VLAN ARP is enabled).

A.4.4 Configuration Bits for Fixed Wake-up filters

The following configuration bits were added to the 82558 B-step to support fixed wake-up

filtering:

Table 63. Fixed Wake-up Configuration Bits

Configuration Bit

Description

VLAN ARP

also set.

This bit enables a wake-up event upon reception of ARP frames with a dynamic
presence of a VLAN header. This bit takes effect only if the ARP enable bit is

Enable

Link Status Change Wake

This bit enables assertion of the PME# signal upon a link status change event.
The PME# signal is further gated by the PME enable bit in the PMCSR.

ARP Wake Enable

This bit enables assertion of the PME# signal upon reception of ARP frames.
The PME# signal is further gated by the PME enable bit in the PMCSR.

141




u
Wake-up Functionality I ntGI ®

Table 63. Fixed Wake-up Configuration Bits

A5

A.6
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Note:

Configuration Bit Description

This bit enables assertion of the PME# signal upon reception of packets that
pass through the multicast address filtering. The PME# signal is further gated by
the PME enable bit in the PMCSR.

Multicast Match Wake
Enable

These bits are used for ARP frame filtering. These are the least significant bits
that make the low byte of the IP address, which is located in byte number 40 in a
packet without a VLAN header and byte number 44 in a packet with a VLAN
header.

IP Address Low Byte

These bits are used for ARP frame filtering. They make the high byte of the IP
IP Address High Byte address, which is located in byte number 41 in a packet without a VLAN header
and byte number 45 in a packet with a VLAN header.

This bit enables the assertion of the PME# signal upon reception of packets that
IA Match Wake Enable pass through the Individual Address filtering. The PME# signal is further gated
by the PME enable bit in the PMCSR.

Magic Packet Wake-up

Disable This bit disables wake up upon reception of a Magic Packet frame.

Link Status Event

The controller may be configured to wake up the system on link disconnect and connect events.
Thelink status wake-up enable bit was added to the configuration command for the 82558 and | ater
generation devices. If thishit is set, the device generates a power management event when it
detects alink disconnect or connect. A link status event is indicated through the Power
Management Driver Register (PMDR).

In the 82558 B-step, there is no indication to differentiate this event from any other wake-up event.
Frame storage is also not associated with it.

Flexible Packet Filtering

Programmable packet filtering is targeted to support wake-up packets that are not supported by the
hardware filters. Known wake-up packets are listed below.

Wake-up packets supported by the hardware filters are:
* ARP packets at Ell packet with single | P address filtering
¢ Directed packet
* Multicast Address
* Magic Packet
¢ Link event

Wake-up packets not supported by hardware filters are:
¢ Directed IP packet
* Net BIOS queries
e 802.2 ARP
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* Multiple IP address recognition

Flexible Filtering Terminology

Filter. A filter isaset of asignature and segments generated for a specific frame format. Each
filter defines one frame that causes the controller to wake the system. The Intel Fast Ethernet
controllers support 3 different filters.

Segment. A segment defines a continuous sequence of bytes in aframe that should be filtered by
the controller. Any bytein aframe, which is not included in any segment, isignored during
filtering. A segment is defined by 3 parameters:

¢ Location of first Dword in the segment
¢ Location of last Dword in the segment
* Byte masks for first and last Dwords

The Intel controllers support a variable number of segments per filter.

Mask. A mask defines which bytes in each segment should be filtered by the device. Since each
segment holds a continuous sequence of bytes, the mask information is required only for the first
and last Dwords of the segment.

Signature. A specid type of CRC is calculated for each filter. Thereis one 32-bit signature for all
segments of each filter. For each frame, the controller compares the filter signature with the one
calculated on all segments and wakes the system if the signatures are equal.

Flexible Filtering Limitations

The flexible filtering feature in the device requires an active clock at the CLK input, which can be
the PCI clock while the system busis at BO or B1. An active clock should be provided externally
whilethe host busisinthe B2 or B3 states. The controller provides a 25 MHz output clock that can
be used to feed the clock during these states. External clock switching circuitry is required to
ensure a smooth transition between the PCI and the 25 MHz clock. For more details refer to the
device data sheet.

Flexible filtering and frame storing are disabled while the Force TCO pin is asserted. In this case,
the device wakes the system when it receives a packet that matches one of the fixed packet filters
or when alink status change event occurs. However, no frames will be stored.

Only the first 124 bytes of each frame may be filtered and stored. The frame length is not limited.

The segment limitations are:
¢ The maximum total number of segmentsin all filtersis 10.
* Thefirst filter may hold 1 to 4 segments.
* The 2" filter may hold O to 6 segments.
* The 3 filter may hold 0 to 2 segments.
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A.6.3

A.7

A.7.1

Note:

Wake-up Packet Storage

The device usesitsinternal registers for packet storage during power down mode. Only the first
124 bytes of aframe may be filtered and stored by the device. The residual section of the packet
beyond the first 124 bytesis discarded by the device and cannot be used by the software driver
after the system is awake.

Any packet passing the fixed packet filtering mechanism (such as ARP) can be stored in the
temporary storage area of the micromachine and will be available to the driver when the system is
awake. The same limitation for the flexible packet filter storage holds to the hardware filter
storage. However, in cases where the frame isinherently lost (for example, in an overrun) or the
flexible packet filter is not active (either not loaded or temporarily disabled asin TCO mode), the
controller may wake up the system without storing the packet.

82559 and Later Generation Device Implementation

The 82559 uses different methods for loading programmabl e wake-up packet filters (both fixed and
flexible filters) that are more elegant sophisticated than the mechanisms used by the 82558. The
following subsections detail wake-up packet filtering for the 82559.

All of the following subsections refer to the 82559 and 82559ER. However, the 82559ER does not
support Magic Packet.

Load Programmable Filter Command Structures

The load programmable filter command of the 82559 is not backward compatible to the 82558.

The 82559 has no explicit limitation on the number of programmablefilters, but the length of the
command structureis limited to 18 Dwords. The command structure is presented here.

Figure 27. Command Block Structure

144

31 16 15 0

CB Command Word ‘ CB Status Word

Next CB Pointer = FFFF FFFFh

Programmable Filters Data (up to 16 Dwords total)

¢ Command Word. Theend of list (EL) and start (S) bits are contained in this word. Either of
these must be active (1). The load programmable filters command should be the last command
issued to the 82559 by the driver. Therefore, the Next CB Pointer field should be anull pointer
(FF...Fh), even if the S bit is used. The CB opcode is 0008 0000h.

¢ SatusWord. The status word contains the complete (C) and OK bits. After completing the
load programmable filters command, the 82559 posts a complete OK word equal to A0OCh.

* Next CB Pointer. The Next CB Pointer should be set by the software driver to FF,...Fh (null
pointer).

* Programmable Filters Data Structure. Programmable filters may have one of two types:
flexible filters or pre-defined filters. Any receive packet isfiltered first by the MAC address
filtering and then by the filters defined bel ow:
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— Pre-Defined Filters.

The 82559 contains pre-defined filters for both Ethernet Type Il and 802.2 snap. The
82559 di stinguishes between these two types according to the MAC Type/Length field.
The 82559 aso handles VLAN tagging per packet filter as described below. The Magic
Packet filter is a unique pre-defined filter, enabled by the configuration command. All
other pre-defined filters are controlled by the load programmable filter command.

Filter Type Reserved (0) Word Match
Filter Type:
31 30 29 28 27 26 25 24
EL FIX=1 VLAN NBH ARP IA-Type IA-Match TCO
EL The EL bit indicates if this filter is the last active one.
FIX If this bit is set 1, it indicates a pre-defined filter.

VLAN When this bit is active (1), the 82559 skips a 4-byte field of the VLAN type tagging (byte
offsets 12 through 15). The VLAN bit affects only the filters defined in the same byte.
Other filters that may possibly be affected are the ARP and |IA-Type filters.

NBH The neighborhood filter looks for a word match defining a 2-byte field within the MAC
destination address to be compared. These two bytes compose a hash value of the
node IP address located in offset 02h and 03h of the MAC address. The active fields of
the NBH filter are shown below:

Byte Offset Pattern Meaning

0 Odd value LSB of the MAC destination address.

3,2 Word match Hash value of the destination IP address.
ARP The ARP filter is used to find a word match with the lower 16 bits of the IP address.

Typically, it is ideal for IP filtering. ARP filtering is based on the active fields shown
below. The byte offset of the active fields in 802.2 snap type are shifted by 8 bytes
ahead. If the filter VLAN flag is set, it is shifted by 4 bytes. For example, the opcode byte
is at offset 21 in Ell with no VLAN and at offset 33 in 802.2 snap with active VLAN.
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Ell Byte Offset Pattern Meaning

13,12 06, 08 ARP type = 0806h.

21 01 ARP opcode (01 = request).

41, 40 Word match Two LSB of the destination IP address.

IA-Type  The IA with Type match bit monitors for the destination MAC address of the incoming
packet identical to the 6 bytes of the 82559 Individual Address, and the MAC Type/
Length field must be identical to the filter word match fields. The byte offset of the MAC
Type/Length field in 802.2 snap type is shifted by 8 bytes ahead and shifted by an
additional 4 bytes if the filter VLAN flag is set.

|A-Match  The destination MAC address of the incoming packet is identical to the 6 bytes of the
82559 Individual Address.

TCO The 82559 supports a TCO packet filter. The 82559 recognizes TCO packets for power
management events at Ethernet Type Il with or without VLAN tagging according to the
following fields.

Byte Offset Pattern Meaning

54,..,0 IA Address MAC destination address.

13,12 00, 08 IP type = 0800h.

14 45 IPv4, 4 Dword length.

23 11/04 Protocol: either UDP or TCP.

37,36 02, 6F TCO Port number 026Fh (0623 decimal).

NOTE: If receive to a TCO controller is enabled, then this bit has no affect on PME.

There are two groups of pre-defined filters:
— The NBH, ARP and | A-Type pre-defined filters each use the word match field.

— The lA-Match and TCO pre-defined filters do not use the word match field.

A single programming word may contain both a pre-defined filter from group 1 and any
of the pre-defined filters in group 2. For example, a single programming word may be
used to activate: ARP | A-Match and TCO with or without VLAN tagging (depending on
the VLAN bit). The examples below describe 82559 wake-up programming for:

— ARP without VLAN, IP address equals 8F.B9.3F.3Dh
— Individua IP with VLAN tagging

— Wake on TCO packet without VLAN (due to unavailable hardware management on
the SMB)

— Neighborhood name query (which is described in more detail under the Flexible
Filter bullet)

Example 5. 82559 Wake-up Programming

CB Command / Status Word | 8008 0000 The EL bit is active.

Next CB PTR YYYY VYV ;I'hrgsElE tbhiteigc;{:]:i?/ret)c_) the next CB structure (no affect if
Pre-defined Filter 1 4900 3F3D ARP and TCO share the same programming filter.
Pre-defined Filter 2 6400 0800 IA-Type with VLAN tagging with IP type (0800h)
Flexible Filter 98XX XXXX This is the flexible filter for neighborhood name query.

The CRC word equals xxxxxxh. The filter mask is

7777 7777 )

composed of 3 Dwords. If the filter resources are a
22727 27222 concern, the driver may use a more efficient mask for
2777 7777 this filter.
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* FlexibleFilter

Filter type CRC word

Filter mask (up to 4 Dwords: DWO, DW1, DW2, DW3)

Filter type:
31 30 29 28 27 26 25 24
EL FIX=0 MLEN Reserved (0)
EL The end of list bit indicates if this filter is the last active one.
FIX Clearing this bit to 0 indicates a flexible filter.
MLEN  This field defines the mask length. Each bit in the mask defines a byte in the packet. For

example, byte 0 in DWO starts with byte 0 of the packet, and bit 31 of DW2 defines byte 95
of the packet.

000 Single Dword mask 001 2 Dword mask
011 3 Dword mask 111 4 Dword mask
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A.7.2 CRC Word calculation of a Flexible Filter
COEFFI Cl ENTS = 0x04C11DB7, /1 CRC Pol ynom al Coefficients
Signature = 0; /1 Initialize the CRC Signature
for(n=i =0; n<128 & n<FraneLength; ++n) /'l Search the frane, using only bytes
{ that are part of the flexible filter
if(Byte n of the Frame is in the pattern mask.
Flexible Filter)
{ /1 Shift factor to nove the frane byte to
ShiftBy = (i nodulo 3) * 8; bit position 0, 8 or 16 of the 32-bit
Dwor d.

/] Bit position at 24 of the Dword i s not

I(Signature AND 0x80000000) used, because the signature is only 24

bits.
{
Signature = (Signature << 1) ;/ |t the nost significant bit is 1, XOR
XOR in the coefficients, previous signature
(FrameByte << ShiftBy) and franme byte shifted over to the
XOR proper position.
COEFFI Cl ENTS;
}
el se /1 Otherw se, just XOR the previous

signature and frane byte shifted over to
{ _ the proper position.
Signature = (Signature << 1) XOR

(FranmeByte << ShiftBy);

} ) /1 Include the Dword slot for the next
S frame byte that is in the pattern mask.

}

output bits 0-23 of Signature

A.7.3 Port Dump Wake Up Packet

The 82559 Port commands are summarized in Table 64, which also includes the new Dump Wake-
up Packet command:

Table 64. 82559 Port Commands

Function o Pointer Field als Opcode Field 0
Software Reset Don't care 0000
Self Test Self test results pointer (16-byte alignment) 0001
Selective Reset | Don't care 0010
Dump Dump area pointer (16-byte alignment) 0011
Dump Wake-up Dump area pointer (16-byte alignment) 0111

Following the Dump Wake-up command, the 82559 writes the stored data of the wake-up packet to
the host memory, starting at the address specified in the pointer field. The dump data structure is
shown below.
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Table 65. Dump Data Structure

Offset D31 DO
0 Reserved Status Word (A00Oh)
1 Reserved Byte Count
2:N Wake-up Packet

The sequence of events after a Dump Wake-up command that the 82559 performs are:

1. Writethe byte count field at Dword 1. Thisfield contains the actual number of bytes posted in
the host memory. A value of FFh indicates that the Wake-up packet length exceeded the 120
bytes. In this case only the first 120 bytes are posted.

2. Write the wake-up packet data starting at Dword 2.
3. Write a status word composed of the Complete OK bits equal to A00Oh at Dword 0.

Prior to the Dump Wake-up packet command, the driver should first initialize the status word to 0.
After the Dump Wake-up packet command, it should pole the Status word for the Compl ete bit.

Note:  The port dump wake-up packet causes an interna selective reset to the 82559.

Note: Theinteresting packet bit in the PMDR is set together with the PME status bit when an interesting
packet isreceived.

Note: The 82559 uses the statistic counters resources to store the wake-up packet. The software driver
should assume that the statistic counters are infected at power down state. Therefore, it should
issue a Dump Reset Statistic Counters command before it resumes nominal operation.

Note: Magic Packets are exceptional to all other wake-up packets. The Magic Packets may cause a power
management event and set an indication bit in the PMDR. However, it is not stored by the 82559
for system use when it is awake. The 82559ER does not support Magic Packet wake up.

A.7.4 Power Management Software Flow

The 82559 adheresto the PCI Power Management Specification supporting all three power states
DO through D3. This section describes the required flow of eventsfor softwareto set the 82559 into
the power down states.

A.7.41 Power Down without Wake-up Capabilities
The 82559 supportsavery low power stateif wake-up capabilitiesare not required. The OS should
follow these steps:
1. Clear the PME enable bit in the PMCSR to the PME disable state.
2. Set the 82559 to the D3 power state (by OS).
Note: Step 2 may be executed together with step 1 (same cycle) but not before. If step 2
is executed before step 1, the 82559 might assert PME# if wake on link status

changeisenabled. At this state, the 82559 enters the deep power down state, where
the PHY isturned off. At this state, the 82559 consume less than 7 mA if the PCI
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A.7.4.2

Note:

Note:

A.7.4.3
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CLK isinactiveand 10 mA if it is active. The deep power down state due to PME
disable is enabled in the EEPROM.

Power Down with Wake-up Capabilities

The 82559 provides wake-up capabilities at al power states. At the DO state, the 82559 provides a
wake on link status change capability, while wake on interesting packets is operating at the other
power states: D1, D2, D3}y, D3¢g g-

The 82559 requires a presence of a system power supply to support wake-up capabilities in the
D3 g State (bit 4 of the PMC register). The OS should follow the following steps listed:

1. Setthe RU into theidle state.

2. Issue a configure command to the 82559 setting the wake-up on Magic Packet (except for the
82559ER as it does not support Magic Packet) and wake on link status change (which is
supported on 82559ER) as required. If the 82559 has been configured at initialization time as
required for the power down state, then this step is redundant.

3. Load the programmabl efilter if wake on interesting packet is required. This command must be
issued at each entrance to the power down state. It must be the last command issued to the
82559 by the driver beforeit is set by the OS to the power down state as shown in the next
step(s).

4. Wait for the command to be completely executed and the CU is at theidle state.
5. Set the PME enable bit in the PMCSR to the active state (by OS).
6. Set the 82559 to the selected Dx (x > 0) power state (by OS).

Step 6 may be executed together with step 5 (same cycle) but not before. Otherwise, the 82559 will
issue aredundant power management event. If the deep power down dueto PME disableis enabled
and the 82559 is set into the D3 state while PME is not enabled, the PHY unit will be turned off.
After the PME enable bit is set to the active state, the PHY isturned on. After link is established,
the 82559 issues a power management event dueto link status change if wake on link status change
is enabled.

Wake-up Sequence

To initiate the wake-up sequence, the software (OS and driver) are expected to follow the steps
below:

1. OS setsthe 82559 to the DO state.

2. OSisexpected to read and clear the PME bit in the PMCSR. If the PME bit is not cleared, the
82559 will hold the PME# signal active.

3. If thedeviceisset to DO from D3, initialization of the base address registers are required.

4. Thedriver should read and clear the PME indication bitsin the PMDR. The PME indication
bits are: link status change bit, Magic Packet bit, and the interesting packet bit. The PME
status bit in the PMDR may aready be cleared by the OS through the PMCSR.

5. Thedriver should either issue a selective reset command or dump wake-up packet command,
depending whether the interesting packet bit is set in the PMDR. If the interesting packet bitis
active, the driver should read the wake-up packet using the port dump wake-up packet
command.
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6. The device statistic counters are corrupted during power down state. Therefore, the driver
should clear the statistic counters by first issuing load dump counters address and then a dump
and reset statistic counters.

7. If the 82559 was at the D3 power state, afull initiaization sequence isrequired. Otherwise, the
driver should initialize the CU and RU base addresses.

8. Thedriver should issue an RU start command pointing to avalid RFA.
9. Thedriver isnow ready to issue transmit commands and receive packets.

Dummy Wake-up Sequence

After the OS requests to set the 82559 in the power down state, the driver aborts the receive
activity. Then, the driver loads the required programmable filters to wake-up the system. At this
point, the 82559 is capable of waking up the system if the power management event is enabled.

The driver informs the OS that it may place the 82559 in the power down state. The OS may
proceed with the power down sequence, or it might resume nominal operation. If the 82559 driver
isreguested to resume nominal operation, it should follow the same flow asif the 82559 was at the
power down state.

151



Wake-up Functionality

152

tel.



intel.

82550 and 82551 Specific Information B

This appendix applies to the Intel® 82550 and 82551 devices.

B.1 IPCB

The IP command block (IPCB) is new and used to activate the new offloading features of the
82550 and 82551. The value of the command field for IPCB is 9h. The relevant aspects of the
IPCB for each feature is described in the following subsections. This section summarizes the most
useful combinations of the IPCB fields.

Table 66. IPCB Structure

Odd Word (D31:D16) Even Word (D15:D0) Offset
Els| 1| cip@hbis) 000 |N|cmp=1001|C|x|2|U XXXX XXXX XXXX (12 bits) oOh
Link Address (32 bits) 4h
TBD Array Address (32 bits) 8h
Maximum TCP Payload E
olo IPCB Byte Count (14 bits) Ch
TBD Number ‘ Transmit Threshold F
IP Activation (12 bits) Activation (20 bits) 10h
TCP Header Offset (8 bits) ‘ IP Header Offset (8 bits) VLAN (16 bits) 14h
Transmit Buffer #0 Address (32 bits) 18h
Reserved (32 bits)
E Transmit Buffer #0 Size (14 bits)
Total TCP Payload (16 bits) Llo 1Ch
Reserved (14 bits)

NOTE: Source address insertion is not allowed when IPCB is used. Thus, the no source address insertion
(NSAI) bit of the configure command must be 1.

Table 67. IP Activation Bits (Byte 13)

15 14 13 12 11 10 9 8
Scheduled Insert Hardware
0 0 0 Send Reserved Reserved VLAN Parse
Table 68. IP Activation Bits (Byte 12)
7 6 5 4 3 2 1 0
TCP/UDP TCP/UDP IP
Large Send Number Checksum | Checksum X X X X

The location and definition of the IPCB fields are summarized in the following table.
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Table 69. IPCB Fields

Field Name Byte | Bit(s) | Function Description

This field specifies the cumulative number of TCP payload
bytes requested for transmission as part of this IPCB

;c;tallo';gP/UDP 122 15:0 ggti?eter, instance. This field must be valid and will be used when the
Y Hardware Parsing bit is clear. The Total TCP/UDP Payload
field is ignored when the Large Send bit is clear.
This field defines the offset in bytes from first frame byte
retrieved in memory to the first byte of the TCP or UDP
header. This field is ignored when the Hardware Parsing bit is
TCP Header . set. When the IP Checksum and TCP/UDP Checksum bits
Offset 17h 0 Parameter are set and the Hardware Parsing is clear, the TCP Header

Offset parameter must be greater than IP Header Offset
parameter and IP header length combined, as derived from
the data.

This field defines the offset in bytes from first frame byte
retrieved in memory to the first byte of the IP header. The 4
IP Header Offset 16h 7:0 Parameter | VLAN bytes are not included in the count only if it is inserted
by hardware. This field is ignored when the Hardware Parsing
bit is set.

If the Insert VLAN bit is set, the controller inserts the VLAN
15h: type (8100h, also known as QTAG protocol type). This 16-bit

VLAN 14h 15:0 Parameter VLAN ID number and the user priority (32 bits total) are
inserted in the transmitted frame.

Reserved 13h 7:5 Reserved These bits are reserved and should be set to 000.

Scheduled Send 13h 4 Mode When this bit is set, the controller transmits the associated

frame using the scheduling mechanism.

If this bit is set, the controller inserts the VLAN type and tag

Insert VLAN 13h L Mode as defined in the VLAN bits description.

When this bit is clear, hardware parsing of the transmitted
packet is disabled. If this bit equals 0 (clear), the IP Header
Offset, TCP Header Offset and total TCP/UDP payload must
be specified to enable checksum operation.

Hardware Parsing | 13h 0 Mode

When this bit is set, it indicates that the associated packet
should be transmitted using the Large Send mechanism.
Buffer(s) chained to the IPCB contain data larger than what
may be sent in a single Ethernet frame. The 82550 and
82551 break large packets into smaller ones and transmit
them using several Ethernet frames.

Large Send 12h 7 Mode

This bit is used to differentiate between TCP and UDP
packets. When it is set, it indicates a TCP frame; when clear,
TCP/UDP Number | 12h 6 Parameter | a UDP frame. This parameter is relevant and required if the
Hardware Parsing bit is clear and the TCP/UDP Checksum is
set.

TCP/UDP
Checksum

This bit indicates that the TCP/UDP header checksum should

12h |5 Mode be performed in hardware.

This bit indicates that the IP header checksum should be

IP Checksum 12h 4 Mode .
performed in hardware.
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Table 69. IPCB Fields

B.1.1

Note:

Note:

Note:

Note:

82550 and 82551 Specific Information

If the Scheduled Send bit is set, the transmission of the frame
associated with the IPCB is delayed until the internal

. 12h: ) scheduling counter of the controller reaches the scheduling
Scheduling 10h 19:.0 | Parameter | 5e.
Bits 16:0 are the time stamp and bits 19:17 may be used to
specify time window.
This field specifies the maximum number of bytes to be
Maximum TCP . . transmitted in the TCP payload of an Ethernet frame that is
Payload Fh:Eh | 15:0 Parameter part of the Large Send. All frames use this size except the last
one. This field is ignored when the Large Send bit is clear.
In units of 8 bytes, this field defines the number of bytes that
Transmit should be present in the Transmit FIFO before transmission
Threshold Eh 7:0 Parameter | starts. Itis relevant only if the checksum requires the whole

frame to be in Transmit FIFO. The value of this parameter
should be in the range of 1h to EOh.

Using software parsing is only allowed with legal TCP/IP or UDP/IP packets. When software
parsing isused, IP and TCP offsetsin the IPCB must point to the appropriate headers and the total
TCP/UDP payload should be specified. For all other datagrams, hardware parsing must be used.

VLAN tagging (either in memory or by hardware) and SNAP headers are allowed when software
parsing is used as long as the above guideline is met. IP and TCP header offsets are calculated
according to memory data structures. For example, if VLAN tag isinserted by hardware, offsets do

not change.

The IPCB byte count specifies the number of bytes of transmit datain the immediate data area

(from offset 20h and on).

Maximum TCP Payload / TBD Number and Transmit

Threshold

When the Large Send mode is selected, thisfield isinterpreted as the Maximum TCP Payload.
Otherwise, this 16-bit field is interpreted as the TBD number and Transmit Threshold. The TBD
number specifies the total number of TBDs associated with this IPCB. The Transmit Threshold is

defined in Table 69 above.

A mode bit puts the 82550 and 82551 into a specific mode. When the mode bit is clear, all
parameters that relate to that mode are ignored by the device hardware. M ode bits should obey
consistency rules since not all combinations are allowed. The result of a non-supported
combination is unpredictable.

It is driver responsibility to guarantee that the total length of aframeis not larger than the allowed
MTU size for that connection (which is dependent upon the IP address pair). Thisisrelevant in al
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modes of operation. For instance, the driver must guarantee proper values for the Maximum TCP
Payload in Large Send mode and VLAN length inclusion.

Note: P fragmentation is not supported by the 82550. Therefore, the driver should not request any
offload features for an IP fragment.

B.2 82550 Checksum Operation

The 82550 hardware supports an | P header (including options), UDP and TCP checksum
computation. The 82550 computes the checksum using two's complement addition, and therefore
performs end around carry. In other words, it adds the carry generated from bit 15 to the least
significant bit in checksum computation.

Note: The 82550 is capable of computing one level of IP header and one TCP/UDP header and payl oad.
In case of multiple IP headers, the driver should compute all except but the outer most 1P header
checksum.

Note: Per RFC768, if the computed UDP checksum is zero, it istransmitted as all ones. A UDP
checksum transmitted as all zeros means that the transmitter generated no UDP checksum.

B.2.1 Driver Interface
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Software should compute the partial checksum of the pseudo header and store it in the checksum
field of the TCP or UDP header. The partial checksum is the 16-bit one’s complement sum of the 6
words in the pseudo header. It is not the one’s complement of the one's complement sum. If thisis
not done by the stack, the driver must be aware of the | P header offset and base offset and the
length of the TCP segment to compute and store the pseudo header checksum.

The IPCB structure used for the checksum offload is presented below. The fields relevant to
checksum operation are shaded.

Table 70. IPCB Structure Checksum Offload

Odd Word (D31:D16) Even Word (D15:D0) Offset
Els|1| cip@bis) 000 |N|cmp@bis) |c|x|R|u XXXX XXXX XXXX (12 bits) oh
Link Address (32 bits) 4h
TBD Array Address (32 bits) 8h
Maximum TCP Payload E
oo IPCB Byte Count (14 bits) Ch
TBD Number ‘ Transmit Threshold F
IP Activation (12 bits) Scheduling (20 bits) 10h
TCP Header Offset (8 bits) ‘ IP Header Offset (8 bits) VLAN (16 bits) 14h
Transmit Buffer #0 Address (32 bits) 18h
Reserved (32 bits)
E Transmit Buffer #0 Size (14 bits)
Total TCP Payload (16 bits) L0 1Ch
Reserved (14 bits)
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B.2.2 IPCB Field Assignment

The mode bitsin the P Activation field control the checksum operation of the transmit command.

* |Pv4 Checksum (1bit). When this bit is set to 1, the device isforced to perform checksum
operation using the IPv4 header and option fields (when present) prior to transmission. This
mode can be used with any frame and when the TCP/UDP checksum, Large Send, VLAN,
Hardware Parsing, or Scheduling modes are used.

Note: The stack can command the driver to compute a checksum or not on a frame by
frame basis (or specific to the |P or TCP/UDP fields). Asaresult, the driver may
command the hardware not to perform the checksum operation for an |P header.
Thiswould be the case when a frame is not a native TCP/UDP/IPv4 frame.

* TCP/UDP Checksum (1bit). When this bit is set to 1, the controller isforced to perform TCP
checksum operations (including option fields when present) or UDP checksum operations,
based on the TCP/UDP parameter defined prior to transmission. This mode can be used with
any frame and when |Pv4 checksum, Large Send, VLAN, Hardware Parsing, or Scheduling.

Note: The stack can command the driver to compute the checksum or not on a frame by
frame basis (or specific to IP or TCP/UDP fields). As aresult, the driver may
command the hardware not to perform the checksum operation for a TCP/UDP
frame. Thiswould be the case where the frame is not a native TCP/UDP/IPv4
frame.

¢ Hardware Parsing (1 bit). When this bit is set to 1, the controller is forced to useits internal
transmit parser (autonomous mode is set). The internal transmit parser generates the | P header
offset and TCP/UDP header offset for internal consumption by the device blocks. In
autonomous mode, the |P header offset, TCP/UDP number and TCP/UDP header offset
parameters are ignored. When the Hardware Parsing bit is clear (semi-autonomous mode), the
controller uses the I P header offset and TCP/UDP header offset parametersto locate the |Pv4
header and TCP/UDP header offsets in the transmit data stream. These are fetched from host
memory. Hardware Parsing mode can be used when the |Pv4 checksum, TCP/UDP checksum,
VLAN, Scheduling, or Large Send bit is set. The Hardware Parsing bit must be cleared when
the Security bit is set.

B.2.2.1 Parameters

¢ TCP/UDP Number (1bit). This parameter is used to denote the frame type for the checksum
operation when the TCP/UDP checksum mode is set. When this bit is set, the TCP checksum
is performed, and when it is clear, UDP checksum is performed. This parameter is relevant if
the Hardware Parsing bit is clear and the TCP/UDP checksumis set. It is a so used to select the
location of the checksum field.

¢ |P Header Offset (8 bits). This parameter denotes the offset from the first byte of the
destination address (DA) field, which isread by the controller from host memory, to the first
byte of the IPv4 header. The 82550 reads this parameter when the Hardware Parsing bit is
clear and the IPv4 checksum set.

Note: VLAN mode will not impact this number sincethe 4 VLAN bytes are not included
in the count since they are inserted by hardware.

¢ TCP/UDP Header Offset (8 bits). This parameter denotes the offset from the first byte of the
destination address (DA) field, which isread by the network device from host memory, to the

157



[ ]
82550 and 82551 Specific Information | ntel .

B.2.2.2

B.2.2.3

B.2.3
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first byte of the TCP or UDP header. The controller reads this parameter when Hardware
Parsing is clear and TCP/UDP checksum is set.

Note: If TCP/UDP headset offset is specified, then the |P header offset must aso be
specified.
Note: VLAN mode does not impact this number since the 4 VLAN bytes are not

included in the count if they are inserted by hardware.
¢ Transmit Threshold.

Status

¢ If IPv4 checksum mode is set in the IPCB, but the |Pv4 header was not found or had alength
field smaller than 5, the 82550 may corrupt the frame.

¢ |f TCP/UDP checksum mode is set, but a TCP/UDP header was not found or the length of the
TCP/UDP packet was smaller than the offset of the checksum, the 82550 may corrupt the
frame.

Configuration

IPCB usage is enabled only if the 82550 isin the Extended TxCB mode.

Data Flow

The flow of eventsfor asingle transmit frame with checksum offloading is described below.
1. The 82550 enters checksum mode if 1Pv4 checksum or TCP/UDP checksum is set.

2. If Hardware Parsing is clear, the 82550 uses the | P header offset and TCP/UDP header offset
from IPCB. Otherwise, the 82550 parses the frame to locate these offsets.

3. The 82550 computes the checksum over the IP header while it is being access from memory
using the IP header length field from the frame (regardless of Hardware Parsing). The
checksum is stored in the appropriate location.

4. The 82550 computes the checksum over the TCP/UDP header and payload according to the
TCP/UDP header offset, the | P header total length, and the TCP or UDP bit (according to the
IP header protocol field if Hardware Parsing is set or according to the TCP/UDP bit if
Hardware Parsing is clear). The checksum is stored in the appropriate location.

5. At thispoint, the frameis ready for transmission.

The TCP/UDP checksum includes the pseudo header partial checksum that should be stored by the
driver in the checksum field. In Large Send mode, the driver should store the partial checksum of
the pseudo header of the first packet (which includes the header and payload length [or TCP
segment size] of the first frame). The controller generates the correct payload length and
corresponding pseudo header checksum for each frame transmitted within the Large Send.
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The partial checksum required by the 82550 is not the partial checksum passed by the Microsoft*
I P stack per Microsoft offloading specification, v0.106.

For TCP/UDP checksum computation, the 82550 requires that the whole frameis copied into its
internal FIFO. The result is stored in the proper header fields and only then can the frame be
cleared for transmission or further processing. The 82550 pipelines transmission of frame N-1 and
the checksum computation of frame N such that back-to-back frames on the transmit queue will
flow at maxima DMA rate and checksum operation and transmission are at wire speed. This
minimizes the performance hit to “first frames events,” where the 82550 transmit FIFO was empty
prior to the transmission command.

Tunneling Support

The 82550 and 82551 provide one level of IPv4 header and TCP/UDP checksum computation. In
IP tunnel mode, the driver is expected to compute al 1P headers checksum except one that may be
handled by the device. Asthese frame formats are not supported in autonomous mode, the driver is
expected to provide the semi-autonomous mode parameters to the 82550.

Large Send

Rationale

Large Send (aso known as TCP Segmentation Offload [ TSO]) allows the stack to transfer a frame
(larger than the MTU for that media) to the driver. (The maximum frame size for 10/100 Mbps
Ethernet is 1518 bytes.) For TCP/IP, atypical frame size may be the transmit window (the default
is 8760 bytes, which is approximately 6 full size frames). The 82550 supports Large Send of
frames up to 64 Kbytes. Performance increases would result from:

¢ Stack computes only one header per block.

* Stack does not segment the block to fit the MTU size. This decreases the overhead of multiple
virtual address mapping and linked list management.

The 82550 |oads the prototype header from host memory only once (and stores it in the device) to
reduce PCI overhead.

The Large Send operation is supported for TCP only (not for UDP). Since servers are typicaly
more involved in transmission than client systems, the Large Send feature primarily benefits these
server systems. The estimated reduction in CPU utilization is 20%.

Driver interface

The IPCB structure used for Large Send operation is presented below. The fields relevant for the
Large Send feature are shaded. The driver must ensure that the TCP payload of aLarge Send frame
is greater than the maximum TCP payload. In other words, there must be more than one framein a
Large Send.
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Table 71. IPCB Structure Large Send

Note:

B.3.3

B.3.3.1
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Odd Word (D31:D16) Even Word (D15:D0) Offset
Els|1| cip@bis) 000 |¥|cmp=1001|C|X|2|U XXXX XXXX XXXX (12 bits) oOh
Link Address (32 bits) 4h
TBD Array Address (32 bits) 8h
E
Maximum TCP Payload [OAN0) IPCB Byte Count (14 bits) Ch
F
IP Activation (12 bits) Scheduling (20 bits) 10h
TCP Header Offset (8 bits) IP Header Offset (8 bits) VLAN (16 bits) 14h
Transmit Buffer #0 Address (32 bits)
18h
Reserved
Total TCP Payload (16 bits) E 0 Transmit Buffer #0 Size (14 bits) 1Ch

To use Large Send, the 82550 should be configured to use dynamic Transmit Buffer Descriptors
(TBDs). The driver should ensure transmit buffers associated with the Large Send IPCB contain
enough bytes (headers size and total TCP payload). An end of list (EL) bit should be placed in the
last TBD.

IPCB Large Send

The mode bitsin the IP Activation field, control the Large Send operation of the transmit
command. When the Large Send bit is set to 1, the 82550 is forced into Large Send mode for the
processing of this IPCB. The data bytes attached are subject to segmentation by the 82550 and
multiple frames of MTU size (except for the last frame less than or equal to the MTU size) will be
transmitted.

Parameters

* Maximum TCP Payload. This parameter specifies the maximum number of bytes that can be
transmitted in the TCP payload portion of an Ethernet framethat is part of this Large Send. All
framesin this Large Send, except the last one, will have exactly the maximum TCP payload
bytes of TCP payload. Thelast frame TCP payload size will be the remainder (in other words,
it will be less than or equal to the maximum TCP payload bytes).

Note: Thedriver must guarantee that the maximum TCP payload value will not cause the
complete frame (including VLAN) to be larger than the allowed MTU for that
connection based on the |P address pair used.

Note: The | EEE 802.3ac committee plansto extend the 10/100 Mbps Ethernet frame size
to account for VLAN fields. This should not impact the TCP/IP MTU.

¢ Tota TCP Payload. This parameter defines the total number of TCP payload bytes (header not
included) requested for transmission as part of this Large Send. This parameter should not be
used as the sole indication for Large Send activation. For example, 1500 bytes can be aLarge
Send on an MTU of 576 bytes.
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Note: If the IPv4 checksum and TCP/UDP checksum are clear (checksum offload is not
requested), frames will be transmitted without computing and replacing the
checksum fields content. Therefore, the driver should set both bits so that the
generated frames carry a proper checksum.

Note: When the Large Send featureis used, the 82550 should be configured to pad
outgoing packets to 64 bytes minimum size.

For Large Send packets, the driver should prepare all header fields so that they can be transmitted
inthefirst Large Send frame. For frame length related fields, the modifications may be required
before IPCB is submitted for transmission. Relevant header fields and their required operation
value for the prototype header are listed bel ow.

* SNAP length (if SNAP is used). This should be adjusted for first frame transmission.
* [Ptotal length. This should be adjusted for first frame transmission.
* TCP pseudo header partial sum. This should be adjusted according to first frame length.

* TCP push flag. This cannot be adjusted for the first frame. The driver leavesthis flag
unchanged. If it is set, the 82550 turns it off in all frames except the last one transmitted.

* TCP FIN flag. This cannot be adjusted for the first frame. The driver leaves thisflag
unchanged. If it is set, the 82550 turns it off in all frames except the last one transmitted.

Data Flow

The 82550 enters Large Send mode when the Large Send bit is set.

Headers Parsing

When the 82550 detects aLarge Send IPCB, it parsesitsL 2, IP and TCP headers to obtain header
offsets and additional headers information. For this purpose, the 82550 performs a PCI read DMA
from the beginning of the first active transmit buffer (either the IPCB immediate area or area
pointed to by a TBD). The size of that DMA is minimum. All headers (L2, IP and TCP) must be
contained in the first active transmit buffer.

The size of the on-chip prototype header memory is 80 bytes. The driver should ensure that the
header of Large Send packetsfit in this buffer. This limits the size of the optionsthat can be
included in the |P and TCP headers.

Large Send IPCB must be used with the Hardware Parsing bit set.

When Large Send is used, the 82550 should be configured to pad outgoing packets to a minimum
size of 64 bytes minimum.

First Frame Processing

¢ L2 header remains unchanged.
* |P header is processed:
— IPtotal length is unchanged.
— MF bit equals 0. This is expected but not checked by hardware.
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— Fragment offset equals 0. Thisis expected but not checked by hardware.
— IP options are not dtered by hardware if they are present.

— IP header checksum is calculated by the checksum hardware if the IP checksum bit is set
in the IPCB.

* TCP header is processed:
— Sequence number is not changed.
— URG, RST, and SY N flags are expected to be clear but are not checked by hardware.
— ACK flag value will be transmitted as in the prototype header.
— Urgent pointer equals 0. Thisis expected but not checked by hardware.
— If the FIN flag equals 1, then it is cleared in the first frame.
— If the PSH flag equals 1, then it is cleared in the first frame.

— TCP options are not altered by hardwareif they are present. TCP options include time
stamp.

— TCP checksum is calcul ated by checksum hardware if the TCP checksum bit is set in the
IPCB.

B.3.4.3 Intermediate Frames Processing

The number of bytes left for transmission after the first frame is calculated by subtracting the N *
Maximum TCP Payload from the Total TCP/UDP Payload. In other words,

(N* MAX TCP PAYLOAD) — (TOTAL TCP/UDP PAYLOAD)

If the next frame is not the last frame, the number of bytes transmitted is updated and the frame
processing rules below should be followed.

* L2 header should be left intact asin the first frame.
* |P header is processed:
— IPidentification is incremented from last value.
— IP options are not dtered by hardware if they are present.

— IP header checksum is calcul ated by checksum hardware if the IP checksum bit is set in
the IPCB.

* TCP header is processed:

— Sequence number is updated for outgoing packets. The previous frame size (TCP payload
only) is added to the previous frame sequence number (modulo 232).

— All flags are left intact asin the first frame.

— Urgent pointer is left intact asin the first frame.

— TCP options are not altered by hardwareif they are present
— Pseudo header checksum remains unchanged.

— TCP checksum is calcul ated by checksum hardware if the TCP checksum bit is set in the
IPCB.
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When the headers are finished, they are subject to checksum for processing. The rest of the
transmission processis similar to transmission of a small send. This process repeats itself until the
last frame is about to be transmitted.

Handling the Last Frame

The number of bytes left for transmission after the first frame is calculated by subtracting the N *
Maximum TCP Payload from the Total TCP/UDP Payload. In other words:

(N* MAX TCP PAYLOAD) — (TOTAL TCP/UDP PAYLOAD)

To obtain the last frame TCP payload size, the above calculation is performed. The last frame TCP
payload size is less than or equal to the maximum TCP payload. The last frame is processed using
the rules listed below.

* L2 header isprocessed. If SNAPisused, the SNAP length field is calculated using the I P total
length computations for the IP total length.

SNAP lengthfield=  (SNAP length of first packet) — (maximum TCP payload - TCP
payload of last packet)

* |P header is processed:

— IPtotal length equalsthe I P total length of the first packet.
(MAX TCP PAYLOAD) — (TCP payload of last packet)

— IPidentification isincremented from the last value.
— IP options are not altered by hardware if they are present.

— IP header checksum is calculated by checksum hardware if the IP checksum bit is set in
the IPCB.

* TCP header is processed:

— Sequence humber isupdated for outgoing packets. The previous frame size (TCP payl oad
only) is added to the previous frame sequence number (modulo 232).

— ACK, URG, RST and SY N flag values are transmitted as in the prototype header.

— If the FIN flag equals 1 in the prototype header, it should also be set in this last frame.
— If the PSH flag equals 1 in the prototype header, it should also be set it in this last frame.
— Urgent pointer isleft intact asin the first frame.

— Pseudo header checksum is fixed with the TCP length as above.

— TCP options are not altered by hardware if they are present.

— TCP checksum is calculated by checksum hardware if the TCP checksum bit is set in the
IPCB.

The 82550 reports the transmit status in the IPCB upon completion for al datain the Large Send.

This enables the whole Large Send buffer to be reclaimed. In the case of atransmission failure (for
exampl e, the maximum collision was exceeded), the Large Send session is not terminated and the
transmit operation proceeds with the next Large Send packet.

The stack isresponsible for maintaining the TCP sequence number and I P identification integrity.

The 82550 is configured to use dynamic TBDsfor Large Send since TBDs are read from host
memory in pairs and the number of TBDs is not known in advance. When it is configured in this
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way, it may read an extra TBD (or 8 bytes) after the last valid TBD. The driver is responsible for
allocating enough memory for the TBD array. Otherwise, it needs to ensure that an extra 8 byte
read access from the PCI will not affect anything.

B.3.4.5 Performance Considerations
For better performance, the maximum TCP payload should be a multiple of 4. It is recommended
to use the largest possible value for this parameter.

B.3.5 Features Co-existence

B.35.1 Large Send and Checksum

Large Send and checksum are orthogonal.

B.3.5.2 Large Send and Software Parsing

Large Send cannot be used with software parsing.

B.3.5.3 Large Send and Scheduling Assist

All frames of one Large Send instance are subject to the same scheduling policy. Specificaly, if the
prototype has atime value for transmission, all subsequent frames are considered ready for
transmission after that time and may be transmitted back-to-back.

B.4 RCV Checksum Processing

The 82550 and 82551 compute and verify the IP header checksum and the TCP/UDP checksum on
frames successfully parsed. It indicates a checksum match or mismatch in the RFD. An incoming
UDP frame with a checksum field of 0 istreated as a checksum match. If the 82550 or 82551
cannot decrypt a frame, the checksum can only be verified to the first IP header only (relevant to
types1V, V, and VI).

B.4.1 Data Flow

In checksum modes, the device checksincoming frames for format correctness. If the check fails, a
receive parser failure occurs and the frame is passed asis. The incoming frame is subject to all
MAC layer checks (for example, CRC, minimum length, addressfiltering). If the value of the word
following the DA and SA fieldsisless than 5DCh (1500), the controller assumes it is an Ethernet
v2 frame. If the word valueis greater than or equal to 5DCh (1500), the 82550 and 82551 compare
in the incoming frame format to SNAP.

In the 82559 compatibility mode, incoming frames are not verified for their format. The checksum
is calculated on all non-MAC frame bytes. Supported frame formats are Ethernet v2 and SNAP.
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Frame Types
* Ethernet v2. If the Ethernet v2 type field equals 0800h, the first byte of 1P header is expected
right after the optional VLAN field.

* SNAP. The 82550 and 82551 skip the DSAP and SSAP fields. The Control field is expected to
have avaue of 03h. If amatch occurs, the first byte of |P header is expected right after the
optional VLAN field.

Verification Types

* |Pv4 header checks. For IPv4 frames, no fragmentation occurs. The protocol field should
equal:
— 06 for TCP
— 17 for UDP
— O4forIP
— 50 for ESP
— 51for AH
Other protocols will not have a checksum.
* TCP header checks. The packet length should be greater than or equal to the TCP header.
¢ UDP header checks. The packet length should be greater than or equal to the UDP header.

* Checksum. Thereceive checksum machine computesthe | P header checksum, thetunneled IP
header checksum (if oneis present), the TCP/UDP pseudo header checksum, and the TCP/
UDP checksum. If a mismatch occurs, the frame is transferred to memory with an error
indication according to the configuration.

82559 Compatibility

In 82559 compatibility mode, the 82550 and 82551 compute the checksum of the whole incoming
packet excluding the MAC header and CRC. The checksum word is appended at the end of the
packet in the receive buffer in host memory. If the CRC is posted to host memory, the checksum
word follows the CRC. The byte count field in the receive memory structures includes the
checksum word.

VLAN Tagging

When the 82550 or 82551 receives aframe with a VLAN tag, it setsbit T in the RFD status word
(bytes 1h:0h) and copies the tag (the two bytes after the constant 8100h) to the VLAN field in the
RFD (bytes 11h:10h). If VLAN stripping is enabled, the device strips the four VLAN bytes, and
the received packet is copied to host memory without these four bytes.
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